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Unit 2:  Enzymes
Section 1:  Specificity and Affinity


Most students often assume that after eons of evolution enzymes are highly specific and operate at maximal theoretical efficiency.  This is simply not true; for example, it is estimated that less than one in 10,000 enzyme-substrate encounters is productive.  Indeed, the classic Michaelis-Menten Model might be more accurately represented thusly:
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Indeed, mutational studies have shown that 5% of mutations improve enzyme activity; and that as few as 10 mutations can increase activity as much as 1000-fold in certain enzymes.  Yet, through evolution, enzymes have not reached their maximal activity.  First, there is no need for more activity than required for a given reaction.  Second, lesser activity allows for more precise regulation.


In addition, several enzymes can act on multiple substrates.  There are advantages to this phenomenon.  First, it increases the versatility of en​zymes; by having one enzyme perform several functions, genetic space is con​served.  Of course, there must be mechanisms to control each of the reactions individually.  The ribonucleotide reductase is an excellent example: this enzyme converts ribonucleotides to deoxyribo​nucleotides for incorporation into DNA.  It has a single catalytic site that can accommodate all four ribo​nucleotides.  However, it also contains allosteric sites that alter the cata​lytic site so as to favor the nucleotides needed by the cell.  This leads to another advantage: if the reactions are related, they can be better coordi​nated.  Another example is the seryl‐tRNA synthetase which charges both tRNASer and tRNASec with serine; the serine on the latter is subsequently converted to selenocysteine.  The latter reaction is much less efficient since there are far fewer selenocysteines needed in translation than serine.  Finally, the bacteriophage T7 RNA polymerase uses NTP to synthesize RNA from a DNA tem​plate under dilute conditions.  However, under crowded conditions typical of eukaryotic cells, it can use dNTP to synthesize DNA.


Finally, less-than-maximal specificity also has an evolutionary advant​age: it allows an enzyme to be co-opted for another function with minimal alterations.  Indeed, there are examples of a single amino acid substitution resulting in a different enzymatic activity: e.g., transcar​bamoylases.  These enzymes catalyze the transfer of the carbamoyl group from carbamoyl phosphate to an amino group of a second substrate:
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The N-acetyl​ornithine and N-succinylornithine transcarbamoylases from sepa​rate bacteria were analyzed for amino acids critical to their specificity, and it was shown that the substitution of a single glutamic acid for a proline converted the latter enzyme into the former.  Such a situation would greatly accelerate enzymatic diversification.  Another example is the heme-degrading enzyme, MhuD, from Mycobacterium tuberculosis.  The wild-type enzyme degrades heme into mycobilin and iron, while the replacement of arginine-26 with serine changes the products to biliverdin IVα, iron and formaldehyde.  A final example is histidine decarboxylase, which converts histidine to histamine.  The mutation of tyrosine-334 to phenylalanine changes the enzymatic activity to a decarboxylation-dependent oxidative deamination of histidine to yield imidazole acetaldehyde.
Section 2:  Quantum Mechanics

Classically, enzyme thermodynamics is described as the conversion of a product to a reactant having a lower free energy.  However, because this reaction must proceed through a high-energy intermediate, there is an energy barrier that must be crossed (Fig. 2-1, solid line).  Quantum mechanics adds a new twist to chemical reactions.  Quantum mechanics describes the subatomic world and treats particles as if they were waves.  This results in reactants being “fuzzy”; e.g., they may possess a range of structures, some of which may overlap the product (Fig. 2-1, dashed line).  In other words, rather than the reactant climbing over the energy hill, it passes through it; a phenomenon known as “tunneling”.  This is most likely to occur when the reactant and product have very similar structures; e.g., they differ in only a hydrogen atom.  Whereas classic thermodynamics is concerned with the height of the energy barrier, quantum mechanics is concerned with its thickness (i.e., how similar the reactant and product are structurally).  Although tunneling is not thought to contribute to most chemical reactions, some authorities have estimated that as much as a third of enzyme-catalyzed hydrogen transfer reactions occur via tunneling.
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Fig. 2-1.  Graphic Representation of the Thermodynamics (Solid Line) and Quantum Mechanics (Dashed Line) of a Chemical Reaction.

Section 3:  Reversibility


The term, “reversibility”, is relative.  First, it pertains to the exact reaction under discussion.  For example, the hydrolysis of glucose-6-phosphate is “irreversible” (ΔGo = -13.8 kJ/mol):




glucose-6-phosphate + H2O ───> glucose + PO43-
However, that doesn’t mean that cells cannot synthesize glucose-6-phosphate; they just can’t make it by directly coupling glucose to inorganic phosphate.  Rather, the synthesis of glucose-6-phosphate is coupled to another, more energetically favorable reaction, such as the hydrolysis of ATP:




glucose + ATP ───> glucose-6-phosphate + ADP


Second, ΔGo is the free energy of a reaction under standard conditions: 1 atmosphere pressure, 25 C, and reactants at 1 molality.  The free energy, and therefore the probability of the reaction occurring, can change if these conditions change.  For example, the equilibrium can be affected by changing the concentrations of the reactants or products.  The first step in glycogen synthesis is the coupling of glucose-1-phosphate to UTP:




glucose-1-phosphate + UTP ───> UDP-glucose + PPi
This reaction is near equilibrium.  To shift the equilibrium farther to the right, a pyrophosphatase hydrolyzes the PPi, thereby removing one of the products and driving the reaction.


In plants, ribulose bisphosphate carboxylase/oxygenase (RuBisCO) is the rate-limiting step in the Calvin cycle:

Carboxylase reaction:


ribulose-1,5-bisphosphate + CO2 ───> 2 3-phosphoglycerate or

Oxygenase reaction:

ribulose-1,5-bisphosphate + O2 ───> 3-phosphoglycerate + 2-phosphoglycolate
The enzyme has a similar affinity for either O2 or CO2.  To increase the reaction with CO2, many plants have evolved mechanisms to concentrate CO2.

A more dynamic example of this is pyruvate kinase, which is the last enzyme in glycolysis and which is usually cited as being “irreversible”:




phosphoenolpyruvate + ADP ───> pyruvate + ATP

In contracting muscle fibers, pH and magnesium ion concentrations drop, while temperature rises.  These conditions result in a decrease in free energy and “irreversibility” of the reaction.  However, during rest the above conditions are reversed.  In addition, pyruvate and ATP (the products of the reaction) are no longer being consumed in large amounts and begin to accumulate; and the reaction comes closer to equilibrium.


The equilibrium can also be affected by the temperature.  The DNA polymerase adds deoxynucleotide triphosphates (dNTPs) to DNA during DNA replica​tion.  The reaction is near equilibrium and most organisms use a pyrophos​phatase to remove the PPi to drive the reaction (cf. formation of UDP-glucose above).  However, extremophiles can use the elevated temperatures in their environment (50-72 C) to drive the reaction.


The lesson here is that the free energy is not a fixed parameter but can be modulated by many factors, such as substrate and product concentra​tions, temperature, etc.

Section 4:  Regulation


Enzymes are regulated by a rich array of mechanisms.  The following is a brief list of some of them.


1.  Levels: There are two types of enzymes: constitutive enzymes are always present because they are always needed.  Examples would include the enzymes in core catabolic pathways.  Induced enzymes are only needed during special conditions; and the cell does not waste energy and materials to make them when these conditions are not present.  Examples would include the enzymes of gluconeogenesis, which are induced by cortisol during hypoglycemia (low blood sugar).  In addition, many enzymes have multiple forms called isozymes.  They may be encoded on separate genes or made from the same gene by alternate splicing.  These variants often differ in their regulation, kinetics, tissue distribution, etc.  Hexokinase converts glucose to glucose-6-phosphate; the isozyme in peripheral tissues has an inhibitory, allosteric site for the product lest too much glucose be taken up.  The liver isozyme, glucokinase, lacks this site.  As the liver stores excess glucose as glyco​gen, it “can’t” get enough glucose; ergo, there is no negative feedback. 


Enzyme levels are determined not just by the rate of synthesis but by a balance between synthesis and degradation.  During hypoglycemia, the organism needs to tap into its glycogen stores; as a result glycogenolysis is activated and glycogen synthesis is inhibited.  The major enzyme of glycogen synthesis, glycogen synthase, is not only inhibited, but it is also targeted for destruction by ubiquitination.


2.  Temperature: In general, as the temperature increases, so does enthalpy and the chance of substrates colliding; ergo, the reaction rate increases.  However, it falls off when the protein begins to denature (40-45 C).  Temperature can also affect the pK3 of groups critical to enzyme function.


Unfortunately, most students have the misconception that this phenom​enon is irrelevant in humans; after all, aren’t we homeothermic?  Yes, but homeothermy merely indicates that an organism maintains its core temperature within relatively narrow limits.  In fact, there are several restricted regions within individual tissues and cells where the temperature can vary: e.g., mitochondria produce heat as a by-product of oxidative phosphorylation and their temperarure can fluctuate 3-7 C depending on such activity.  In addition, the nervous system has thermal synapses: signal transmission at a chemical synapse is limited by diffusion of the neurotransmitter.  By in​creasing the local temperature, diffusion, and therefore transmission, can be accelerated.  Finally, enzymes can exploit several physiological conditions where the temperature may vary a few degrees; a few examples are given below.


a.  Exercise: Depending upon the intensity of the exercise and the ambient temperature, the body temperature of an exercising person could rise enough to trigger heat stroke (~41 C).  Strenuous exercise requires a lot of energy under conditions of limited oxygen.  As such, elevated temperatures stimulate glycolysis, oxidative phosphorylation efficiency, antioxidant enzymes, and contractile rates.  Glucose can come from glycogen.  Glycogen phosphorylase kinase, a key enzyme in glycogeno​lysis, displays a steep rise in activity between 30 C and 40 C.  


b.  Fever: The antimicrobial effects of fever are often explained in terms of its toxicity to microbes; however, it can also augment the body’s defenses.  For example, NADPH oxidase activity increases up to 40 C; this enzyme generates reactive oxygen species (ROS) that macrophages use to kill microbes.


In another example, cell-cycle kinase-like kinases (CLKs) phosphorylate serine and arginine-rich splicing factors (SRSFs).  At lower temperatures, the CLKs are stable, more active and SRSFs are highly phosphorylated; at higher temperatures the active site becomes disordered, activity is reduced, and SRSFs are hypophosphorylated.  Some SRSFs are more active when hyperphos​phorylated, while others are more active when hypophosphorylated.  This allows different genes to be expressed at different temperatures.  Specifi​cally, during a viral infection, fever will impair CLKs function and the hypophosphorylated SRSFs favor a splice site that leads to enhanced Stat2 function.  This transcription factor is responsible for mediating the type I interferon response to viral infections.

c.  Diurnal: Body temperature varies between 1 and 2 C during the day.  One of the metabolic pathways that is sensitive to this variation is the pentose phosphate pathway (PPP), which generates NADPH to detoxify ROS.  Mice are nocturnal; i.e., they are active at night.  Increased activity requires increased energy, which comes from the electron transport chain (etc).  The etc also generates ROS as a side-product to aerobic respiration.  Increased activity elevates body temperature which stimulates glucose-6-phosphate dehydrogenase, the committed step in PPP.  Indeed, the PPP and NADPH levels fluctuate with the diurnal variation in body temperature.

d.  Hibernation: The Richardson’s ground squirrel can undergo hiberna​tion with its body temperature reaching 2-3 C.  The activity of α-ketogluta​rate dehydrogenase (αKGDH), the rate limiting enzyme in the tricarboxylic acid cycle, decreases with falling temperature to slow metabolism.  This is not unexpected as the activity of all enzymes decrease with dropping tempera​tures.  However, the Q10
 of αKGDH between 20 C and 30 C is much higher than that between 0.1 C and 10 C, suggesting that there is an additional regula​tory factor behind this effect. 

e.  Temperature Sensing: Nasal neurons contain a membrane-bound guanyl​ate cyclase, type G (GC-G).  A drop in temperature favors dimerization, which increases the cyclase activity; i.e., when the air temperature in the nasal cavity falls, cGMP is elevated.  In this way, GC-G acts as a temperature sensor.


On the other hand, CDK-like kinases (CLK) have maximal activity at 20 C and very little at 30-40 C.  They phosphorylate splicing factors that affect the transcription of genes involved with temperature adaptation and temperature-dependent sex determination in some reptiles.


Temperature can also affect noncatalytic activity of enzymes: histone deacetylase 9 is a heat sensor in Arabinopsis.  Elevated temperatures induce the translocation of this enzyme to the nucleus where it selectively deacety​lates genes involved with the stress response.


3.  pH: All enzymes have pH optima, which depend upon what R groups need to be ionized for catalysis.  In addition, pH can affect enzyme activation indirectly such as by shifting its cellular location.  As with temperature, pH is often cited as an example of homeostasis.  But like temperature, the pH fluctuates within a range that can physiologically affect enzymes.


The most commonly cited examples include the stomach and the lysosomes.  These are digestive bodies that use acid in the degradative process.  As such, hydrolytic enzymes in these compartments must have an acidic pH optima.


Conversely, the chloroplast matrix is alkaline (pH 7.9-8.0), because it generates ATP from a hydrogen gradient produced when the energy from photo​synthesis is used to pump hydrogen out of the matrix.  As noted above, RuBisCo is the rate-limiting step in the Calvin cycle, which uses the ATP and NADPH from photosynthesis to make sugar.  That is, the Calvin cycle needs the products of photosynthesis and, therefore, its activity must be coordinated with photosynthesis.  pH is the link between these two processes: when photosynthesis is active, hydrogen is being pumped out of the matrix, the matrix pH rises, and RuBisCo, which has a pH optima of 8.0, is activated.


pH variation is not just limited to extracellular spaces or special membrane-bound organelles.  Mitogens routinely raise the cytoplasmic pH by 0.1-0.3 units.  Although this may not seem like much, one must remember that pH is a log scale.  Elevated pH creates a cellular environment favorable for proliferation.  First, enzymes associated with growth inhibition, catabolism, or even apoptosis - such as eEF-2 kinase, deacetylases (see Covalent Modification below), or acid endonuclease, respectively - have acidic pH optima.  Second, many mitogens bind receptor tyrosine kinases and stimulate tyrosine phosphorylation; these effects are prolonged by the inhibition of protein phosphatases by elevated pH.  Finally, an alkaline environment stimulates phosphatidylinositol-3 kinase (PI3K) which generates a growth-related second messenger.  Indeed, it is for these reasons that some authorities consider pH itself to be a second messenger.

pH can also play a role in developmental programs.  For example, in melanocytes, microphthalmia-associated transcription factor (MITF) is the major trigger of melanocyte differentiation.  It induces carbonic anhydrase which elevates intracellular pH.  This activates the histone acetyltrans​ferase p300/CBP whose modification of histones selectively favors the expression of genes related to melanocyte development.


In addition, pH can have indirect effects on enzymes.  For example, pH can shift an enzyme’s cellular location, thereby affecting its activation.  Specifically, there are several serine-threonine kinases associated with mitosis and/or anabolism, such as members of the protein kinase C (PKC) family and mammalian target of rapamycin (mTOR).  pH affects these kinases via localization.  PKCα, -δ and –ε are all activated by membrane lipids, which requires their translocation to the plasma membrane.  Elevated pH alone is adequate to effect this translocation and activation.  mTOR is associated with the lysosome, which acts as a platform for mTOR activation.  mTOR is activated by a GTP-binding protein (G protein), Rheb; and the lysosome brings these two molecules together.  However, hypoxia (low oxygen levels) lowers the pH (via glycolytic production of lactic acid), which shifts the lysosome from the perinuclear region near Rheb to the periphery.  Isolated from Rheb, mTOR fails to be activated.


4.  Allosterism: Allosterism is the ability of a small molecule to bind an enzyme and alter the Km and/or Vmax.  If it binds at the active site, it may be a competitive inhibitor.  If it binds elsewhere, it probably induces a change in the enzyme’s conformation.


The following is a sampling of some of the most common types of allo​sterism.  Because catabolic enzymes degrade substrates to generate energy, they need to be sensitive to the energy status of the cell.  The ATP/ADP ratio is an obvious choice, since ATP is the energy currency of the cell: ATP inhibits catabolic enzymes, while ADP stimulates them.  The NAD+/NADH ratio may be less obvious; but if ATP is cash, then NADH is a check.  It simply needs to be deposited into a bank (the etc) before one can draw on it.  As such, NADH inhibits catabolic enzymes, while NAD+ stimulates them.


Products and substrates are also common allosteric molecules.  Product inhibition represents feedback inhibition and prevents the excessive accumu​lation of product.  On the other hand, excessive substrate can drive a reaction, not just thermodynamically but also allosterically.  The latter mechanism is called feed forward.


Finally, many hormones use second messengers to mediate their effects.  These effects are often accomplished by their allosteric binding to enzymes.  Although protein kinases are the best known targets (see Phosphorylation below), many other enzymes can bind and be modulated by second messengers.


5.  Covalent Modification: There are literally hundreds of different covalent modifications that proteins can undergo.  However, there are about a half dozen that are both common enough and serve regulatory roles to warrant a detailed description.


a.  Phosphorylation: The best known covalent modification is phospho​rylation.  There are three major groups of protein kinases named for the residue each modifies: the serine-threonine kinases, the tyrosine kinases, and the histidine kinases.  The latter are important in prokaryotes, fungi and plants; but evidence for a regulatory role in animals is scant.  As such, histidine kinases will not be discussed further.


The primary kinases regulating metabolism are the serine-threonine kinases.  The major protein kinases that will be discussed in later sections are presented in Table 1.

Table 1.  Common Serine-Threonine Protein kinases
	Protein Kinase
	Activator
	Comments

	cAMP-dependent protein kinase (PKA)
	cAMP
	

	Protein kinase B (PKB)
	Insulin via phosphatidyl​inositol-3 kinase (PI3K)
	

	Protein kinase C (PKC)
	Calcium and phospholipids (classical PKC; cPKC)
	The novel and atypical PKC (nPKC and aPKC) families have alternate activators.

	Calcium-calmodulin protein kinase II (CaMKII)
	Calcium and calmodulin (CaM)
	Calmodulin is a calcium-binding protein mediating many of the effects of calcium.

	AMP-dependent protein kinase (AMPK)
	AMP (among others; see Comments)
	AMPK is a focal point of integration.  As such, many factors can affect its activity (see 9. Integration below)

	Mitogen-activated protein kinase (MAPK)
	Mitogens via a protein kinase cascade initiated by Ras, a small G protein
	



Tyrosine kinases are most commonly associated with mitogenesis and many growth factors have receptors with tyrosine kinase activity (RTK).  Nonethe​less, metabolism must be tailored to support growth; so these kinases do impact metabolism.  In fact, insulin has switched over to become a major metabolic regulator.  The insulin receptor can phosphorylate and activate PI3K, which initiates a signaling cascade leading to PKB.  It can also phosphorylate and activate PKCδ, a novel PKC.  Both kinases have important metabolic effects.


It is the level of phosphorylation that is important; and the effect of kinases can be reversed by phosphatases.  Indeed, phosphatases are 100-1000 times more active than kinases; this insures a low basal activity within cells.  Therefore, one must take phosphatases into account.  Many of these enzymes are also regulated by second messengers; e.g., protein phosphatase 2B (also called calcineurin) is activated by calcium and calmodulin.


The effects of phosphorylation, as well as any covalent modification, can be quite complex.  Obviously, effects on Km and Vmax are rather straight​forward.  However, phosphorylation can also affect stability: proteins whose concentration can fluctuate rapidly often have PEST (proline-glutamate-serine-threonine-rich) domains whose phosphorylation tags the protein for ubiquination and destruction.  Other phosphorylation effects may be indirect and not always clear.  For example, proteins may have multiple phosphory​lation sites; some may stimulate the activity of interest, while others may be inhibitory.  Furthermore, some enzymes are multifunctional, having evolved by the fusion of two or more genes originally coding for separate enzymes.  An example is CAD (carbamoyl phosphate synthetase/aspartate transcarbam​oylase/dihydroorotase), which catalyzes the first three steps in pyrimidine synthesis.  Phosphorylation by various kinases can stimulate the first enzyme without affecting the other two activities.  Furthermore, many of these phosphorylations do not directly affect the enzyme activity, but instead alter the enzyme's sensitivity to allosteric regulators.  For example, MAPK phosphorylation decreases carbamoyl phosphate synthetase's sensitivity to UTP (an inhibitor), while increasing its sensitivity to phosphoribosyl pyrophos​phate (PRPP, an activator).


Another confounding phenomenon is hierarchical phosphorylation.  This refers to the fact that for some substrates the phosphorylation by different kinases must occur in a particular order.  Glycogen synthase is an excellent example.  During hypoglycemia, the body releases glucagon which uses cAMP to mobilize glucose from liver glycogen and restore blood glucose levels.  This involves the stimulation of glycogenolysis and the inhibition of glycogen synthesis.  However, the phosphorylation of glycogen synthase by PKA seeming​ly has no effect on enzymatic activity.  In fact, PKA phosphorylation creates a recognition site for casein kinase 2, which then phosphorylates and inhi​bits this enzyme.  Different kinases have different recognition sequences: PKA phosphorylates serine or threonine near basic amino acids, while casein kinase 2 phosphorylates these residues adjacent to acidic groups.  In glyco​gen synthase, these acidic groups are the phosphates attached by PKA.  There​fore, although PKA itself does not inhibit the enzyme, its phosphorylation is essential for the subsequent phosphorylation and inhibition by other kinases.  This phenomenon can also couple phosphorylation to other covalent modifica​tions.  For example, Pin1 is a prolyl cis-trans isomerase that requires its substrate to be phosphorylated just amino-terminal to the targeted proline.  MAPK phosphorylates phosphoglycerate kinase (PGK), making it a substrate for Pin1.  Subsequent cis-trans isomerization of PGK induces its translocation to mitochondria, where it acts as a protein kinase to phosphorylate and activate the pyruvate dehydrogenase kinase.


Phosphorylation itself may affect the localization of an enzyme: e.g., the CaMKI and CaMKIV phosphorylation of CaMKII inhibits its nuclear locali​zation, while the tyrosine phosphorylation of aPKC promotes its migration to the nucleus.  Phosphorylation may also affect localization indirectly: during starvation, AMPK phosphorylates laforin.  The modified laforin will then escort malin, an E3 ligase, to the glycogen particle to ubiquitinate glycogen synthase.


Phosphorylation can affect protein-protein association which can affect enzyme activity.  The unphosphorylated glycogen phosphorylase is a dimer that is subject to strict allosteric regulation.  But after being phosphorylated by the glycogen phosphorylase kinase, the glycogen phosphorylase forms a tetramer that is independent of allosteric inhibition and fully active.  This example demonstrates yet another facet of enzyme regulation by phosphoryla​tion: it can enhance or diminish the effects of allosteric molecules.


Lastly, many enzymes have a variety of functions that may be indepen​dently regulated.  Fused enzymes catalyzing multiple steps in a metabolic pathway, like CAD, have already been mentioned.  However, others can have a wide range of seemingly unrelated activities: glyceraldehyde-6-phosphate dehydrogenase (GAPDH) tops the list.  In addition to its role in glycolysis, it affects autophagy, apoptosis, cytoskeletal remodeling, and gene expression; and each activity can be regulated separately (Fig. 2-2).
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Fig. 2-2.  Selected Activities of Glyceraldehyde-6-phosphate Dehydro​genase (GAPDH) and their Regulation.  See text for details.  Abbrevia​tions: aPKC, atypical PKC; ER, endoplasmic reticulum; ET-1, endothelin-1 (an endo​genous vasoconstrictor); H2B, histone H2B; IFNγ, interferon γ (an immune cytokine); PRMT1, protein arginine methyltransferase 1; SIRT, a deacetylase; Src, a soluble tyrosine kinase.


Firstly, the enzymatic activity in glycolysis can be stimulated by insulin via PKB phosphorylation (heart).  When glycolysis is restrained, GAPDH is liberated, binds the mRNA for interferon γ (IFNγ) and suppresses its translation.  When glycolysis is high, GAPDH returns to the glucosome.  When NAD+ levels are high, GAPDH acts as a coactivator for the transcription of the histone H2B gene.  A transglutaminase can remove an amide from glutamine; the deamidated GAPDH binds actin to remodel the cytoskeleton.  S-Glutathiony​lation (the attachment of glutathione, γGlu-Cys-Gly, to a protein via a disulfide bond) results in GAPDH binding endothelin-1 mRNA and triggering its degradation.  It also triggers the translocation of GAPDH to the nucleus, where it transfers its glutathione to an NAD+-dependent deacetylase (SIRT), thereby inhibiting SIRT (not shown).  Rab2, a small G protein, recruits Src, a soluble tyrosine kinase (STK), to phosphorylate GAPDH, which in turn recruits an atypical PKC which also phosphorylates GAPDH and recruits β coat protein (β-COP) to affect trafficking between the endoplasmic reticulum and Golgi.  AMPK phosphory​lation during starvation causes GAPDH to migrate to the nucleus where it displaces an inhibitor from SIRT, a deacetylase.  AMP phosphorylation also induces GAPDH to shift to membrane compartments where it stimulates ArfGAP to inhibit Arf, a small G protein involved with membrane transport (not shown in Fig. 2-2).  This inhibits transport to further conserve energy during fasting.  SIRT activation leads to autophagy.  Finally, acetylation and S-nitrosylation (the reaction of nitric oxide with the sulfhydryl group of cysteine) promote the binding of GAPDH to an E3 ligase leading to apoptosis.  S-Nitrosylation, as well as the binding to the E3 ligase, can be blocked by arginine methylation.  GAPDH phosphorylation by MEKK3 (MAPK/ERK kinase kinase) can also shift GAPDH to the nucleus to induce apoptosis; and the oxidation of Cys-152 induces binding to and activation of c-Jun N-terminal protein kinase, which mediates  stress responses (not shown in Fig. 2-2).  Conversely, serotonylation (the attachment of 5-hydroxytryp​tamine (5-HT) to a protein) shifts GAPDH to the cytoplasm in immune cells, where it supports immunity by triggering glycolysis (not shown in Fig. 2-2).  5-HT is a neurotransmitter that can be taken up by immune cells.  GAPDH can even act as a heme chaperone, delivering heme to a variety of other enzymes such as the inducible nitric oxide synthase and the soluble guanylate cyclase.

In summary, phosphorylation can affect virtually every aspect of an enzyme’s function (Table 2).  These effects can also be seen with other covalent modifications, although they will not be covered in as much detail as phosphorylation.

Table 2.  Effects of Phosphorylation on Enzymes

	Enzyme Kinetics: Km, Vmax, sensitivity to allosteric regulators

	Protein-protein association: homooligomerization, heterooligomerization

	Stability

	Localization: direct (enzyme phosphorylation), indirect (escort protein             phosphorylation)

	Affect other covalent modifications: hierarchical phosphorylation,                                     nonphosphorylation modifications

	Affect nonenzymatic activities



b.  Acetylation: As knowledge about acetylation has grown, it has become obvious that acetylation is probably as important a regulatory modifi​cation as phosphorylation.  The source for acetylation is acetyl coenzyme A (AcCoA); and AcCoA concentrations drive the reaction.  Although often cata​lyzed by a transacetylase, acetylation in mitochondria is primarily nonenzy​matic.  There are two groups of deacetylases: the histone deacetylases (HDACs) and SIRTs.  The former are simple hydrolases; however, the latter use NAD+ as a cosubstrate:

protein(Lys)-Ac + NAD+ ──> protein + nicotinamide + 1-O-acetyl-ADP-ribose

As such, it is sensitive to NAD+ levels.  High AcCoA signals abundant energy; it is also a product of catabolism and its accumulation implies that catabol​ism is overactive.  In either case, acetylation usually stimulates anabolic enzymes and inhibits catabolic ones.  Conversely, when energy levels are low, NAD+ concentrations are high and drive the SIRT catalyzed deacety​lation.  Although this statement is generally true, the reader should be forewarned that it may not be applicable in certain specialized tissues.  For example, the heart is always in need of energy.  As such, acetylation stimulates lipo​lysis, when in other tissues it inhibits lipolysis as predicted.  Similarly, embryonic and cancer cells exist in an hypoxic environment and depend heavily on glycolysis, which is also stimulated by acetylation.  Finally, low energy triggers deacetylation that, in addition to its regulatory effects described above, opens up a significant reservoir of stored acetate.

As noted above, SIRT is activated when energy levels are low and NAD+ concentrations are high.  There is synergism between SIRT and other signaling pathways active during hypoglycemia.  Low blood glucose stimulates the secre​tion of glucagon and epinephrine, both of which elevate cAMP.  One of the targets of cAMP, PKA, phosphorylates and stimulates SIRT.  Cortisol is also secreted during hypoglycemia.  Its receptor is a ligand-activated transcrip​tion factor and its biological activity is mediated by gene induction.  SIRT binds the cortisol receptor and facilitates the transcrip​tional activation and repression of genes under cortisol control.  This effect is independent of its deacetylase activity.  Conversely, SIRT can be inhibited by tyrosine phosphorylation, a transducer of mitogens: starvation and growth are mutually exclusive.


Although acetylation is the best studied acylation, it is not the only one.  Succinylation and malonylation are also associated with energy status, but this relationship is not as close as it is with acetylation.  Conversely, propiony​lation, butyrylation, β-hydroxybutyrylation, 2-hydroxyiso​butyryl​ation, glutarylation and crotonylation are associated with low energy levels.  For example, β-hydroxybutyrate is generated from fatty acids when glucose levels are low.  The histone H3 associated with several genes encoding transcription factors that induced genes for gluconeogenesis then becomes β-hydroxybuty​rylated at lysine 9.  This histone modification favors the expression of these transcription factors and subsequent gluconeogenesis.

c.  O-GlcNAcylation: O-GlcNAcylation is the attachment of a single N-acetylglucosamine to a serine or threonine.  Because it requires glucose, glutamine, acetyl CoA and UTP, it is a good measure of the energy, nitrogen, and nucleotide status of the cell.  Like acetylation, it is substrate driven; therefore, in general, this modification represents high energy and abundant building blocks for growth.  As such, this modification usually stimulates anabolic enzymes, while inhibiting catabolic ones.  Other regulation of this pathway reinforces this paradigm Fig. 2-3.
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Fig. 2-3.  O-GlcNAcylation of Proteins.  See text for details.  Abbreviations: OGT, O-GlcNAc transferase; pY, tyrosine phosphorylation.  Red, inhibition; green, stimulation.

The glutamine:fructose-6-phosphate amidotransferase is the rate-limiting step in the synthesis of UDP-GlcNAc.  Phosphorylation of this enzyme by either PKA or AMPK inhibits this step.  Both kinases are activated during low energy levels.  Conversely, mTOR phosphorylation stimulates the enzyme; mTOR is activated when energy levels are high.  A high fat diet also signals abundant energy and will induce the gene for the amidotransferase via the transcription factor, NGF1-B (also called Nur77).  This is a nuclear receptor with a hydrophobic ligand-binding pocket.  Although the physiological agonist for this factor currently remains unknown, it is possible that some lipid directly activates NGF1-B.


AMPK can also phosphorylate and inhibit O-GlcNAc transferase (OGT), the enzyme that transfers the GlcNAc from UDP-GlcNAc to the protein being modified.  On the other hand, tyrosine phosphorylation, which can be triggered by mitogens, stimulates OGT.  MAPK, which is also activated by mitogens, and mTOR, which is downstream of insulin, a major anabolic hormone, both induce the OGT gene.  In summary, anabolic signals promote O-GlcNAcylation, while catabolic ones suppress it.


O-GlcNAcylation also plays a role in protein stability.  As noted above, PEST domains are often found in proteins having a rapid turnover.  Phosphorylation of the serines and threonines triggers ubiquitination and destruction.  However, these same residues can also be O-GlcNAcylated, which blocks phosphorylation and extends the half-life of the protein.


d.  Miscellaneous Modifications: Hydroxylation of proline or asparagine acts as an oxygen sensor.  The hydroxylases require normal oxygen levels for activity.  Eukaryotic elongation factor-2 (eEF-2) kinase phosphorylates and inhibits eEF-2 and, therefore, translation.  When oxygen levels are normal, the etc is generating ATP for protein synthesis, which is very energy-demanding.  The normal oxygen levels also support the proline hydroxylation of eEF-2 kinase which is then inhibited, allowing translation to proceed.  During hypoxia, the ATP production by the etc is impaired, hydroxylation of eEF-2 kinase cannot occur, and the kinase remains active.  eEF-2 is then phosphorylated and protein synthesis is curtailed.  Proline hydroxylation also primes the CMGC
 family of protein kinases for autophosphorylation and activation.

Lactylation of lysines in proteins is another oxygen sensor.  Lactate is produced to regenerate NAD+ when there is insufficent oxygen.  The accumulation of lactate then drives lactylation of proteins, resulting in a shift to anaerobic metabolism.


Oxidation of proteins often reflects elevated ROS; it can take several forms.  ROS can oxidize cysteines to form disulfide bonds.  Phosphatase and tensin homolog (PTEN) is a phosphatidylinositol-3,4,5-trisphosphate (IP3) 3-phosphatase that hydrolyzes IP3, a second messenger.  Disulfide bond formation inhibits the enzyme, allowing IP3 to accumulate.  Disulfide bonds can also form between the cysteine in glutathione and cysteines in proteins in a process called S-glutathionyl​ation.  S-Glutathionylation activates AMPK.  ROS can elevate nitric oxide that can, in turn, react with the sulfhydryl group of cysteine.  S-Nitrosyl​ation prolongs the effects of tyrosine phosphoryl​ation by modifying and inhibiting the protein tyrosine phosphatases that reverse tyrosine phosphorylation.  Finally, methionine can be reversibly oxidized to methionine sulfoxide.  This modification activates CaMKII by rendering the kinase independent of its normal requirement for calmodulin.


Like nitric oxide, hydrogen sulfide is a gaseous signaling molecule that can react with the sulfhydryl groups of cysteines in a process called S-sulfhydration:



protein(Cys)-SH + H2S ───> protein(Cys)-S-S-H

Cystathionine γ-lyase can produce H2S as a side-reaction.  During glucose deprivation, cystathionine γ-lyase is induced and generates H2S, which then S-sulfhydrates and stimulates pyruvate carboxylase, a key enzyme in gluconeo​genesis.  This would help to restore glucose levels.


Another modification that cysteine can undergo is S-cyanylation.  The major source of HCN in plants is as a “by-product” of the synthesis of ethylene, a plant stress hormone (Fig. 2-4).  However, it is now known that HCN is a gasotransmitter like NO, CO, and H2S; and it acts with ethylene to help plants cope with stress.  In the absence of stress, HCN is detoxified by the enzyme, β-cyanoalanine synthase; but during stress this enzyme is down-regulated and ethylene synthesis is stimulated.  HCN accumulates and modifies enzymes like enolase, which it stimulates.  This enhanced enzymatic activity drives glycolysis, which generates ATP for coping with stress.  Furthermore, since this modification requires that the cysteine be oxidized, it synergizes with ROS signaling.
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Fig. 2-4.  The Generation and Effects of Hydrogen Cyanide.


Proline cis-trans isomerization was mentioned under phosphorylation since a phosphate on the amino-terminal side of the targeted proline is required for recognition by Pin1, the cis-trans isomerase.  Isomerization of PGK induces its translocation to mitochondria, where it phosphorylates and activates the pyruvate dehydrogenase kinase.  


The availability of single carbons for synthetic pathways is the limiting factor in growth.  Methylation of proteins competes with anabolic pathways for these single carbons; as such, methylation reflects the availability of these building blocks.  mTOR is a major stimulator of translation and is itself regulated by several small G proteins.  Rag A/B stimulates mTOR; Rag B GAP (GTPase activating protein; also called Gator 1)

accelerates the hydrolysis of GTP, thereby inactivating Rag A/B and blocking mTOR stimulation (Fig. 2-5).  Rag B GAP requires phosphorylation for activity.  When the single carbon supply is ample, protein phosphatase 2A (PP2A) is activated by carboxymethylation and dephosphorylates Rag B GAP.  Rag B GAP can no longer trigger the hydrolysis of GTP on Rag A/B, which can then stimulate mTOR and protein synthesis.
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Fig. 2-5.  The Role of PP2A Methylation on mTOR Activation.


Vascular endothelial growth factor receptor 1 (VEGFR1) is a receptor tyrosine kinase that can be methylated on a lysine.  This modification enhances its kinase activity.  The epidermal growth factor receptor (EGFR) is another receptor tyrosine kinase that can be methylated, although in EGFR it is arginine that is methylated.  This modification increases ligand binding, receptor dimerization and signaling.  Furthermore, the EGFR can be palmitoy​lated, which is the attachment of palmitic acid via a thioester bond to cys​teine.  This modification also promotes receptor dimerization and activation.  Finally, apoptosis signal–regulating kinase 1 (ASK1) can be methylated on an arginine.  This modification promotes the association of ASK1 with PKB, which then phosphorylates and inhibits ASK1.  In all three of these examples, methylation is associated with growth and inhibits apoptosis.


citrullination is the conversion of an arginine to citrulline by a peptidyl arginine deiminase.  Citrullination of matrix metalloproteinase 9 renders it more easily activated and increases its affinity for its substrates.


6.  Specific Protein Inhibitors: Many enzymes have inhibitors that are specifically directed toward them.  The first that will be encountered in the study of metabolism is the glucokinase regulatory protein (GKRP).  It both competitively inhibits glucokinase as well as sequesters the enzyme in the nucleus.


7.  Compartmentalization: Question: What are the three most important factors in real estate?  Answer: Location, location, location.  For enzymes, one can add two more: location (species), location (organ, tissue, cell), location (organelle and multiorganelle complexes), location (molecular) and location (functional).


a.  Species: Regulation is frequently tailored to the particular needs of the organism.  The committed step in fatty acid synthesis is AcCoA car​boxylase (ACC).  In fasting animals, fatty acids need to be degraded, not synthesized.  Therefore, both PKA and AMPK can phosphorylate and inhibit ACC.  The acetate for synthesis comes from the mitochondria via the citrate shuttle.  As such, citrate represents substrate availability and allosteri​cally stimulates ACC by inducing its polymerization.


However, in plants the NADPH required for fatty acid synthesis comes from photosynthesis which splits water into hydrogen and oxygen.  Therefore, ACC is tightly coupled to photosynthesis.  First, the pH in the chloroplast matrix rises during active photosynthesis secondary to the pumping of H+ from the matrix into the thylakoid lumen; and the pH optimum of ACC is 8.0 (cf. RuBisCO in “3. pH” above).  Second, light activates a kinase that phospho​rylates and stimulates ACC.  Third, plant ACC has a redox-sensitive cysteine such that the enzyme is only active under reducing conditions; i.e., there is enough NADPH produced by photosynthesis for fatty acid synthesis.  Finally, AcCoA comes from the decarboxylation of pyruvate; therefore, pyruvate signals substrate availability.  Pyruvate binds to ACC and induces the dissociation of an inhibitor, the PII protein.


b.  Organ, Tissue, Cell: Not all tissues have all metabolic pathways: the urea cycle occurs only in the liver and steroid synthesis is mainly found in the adrenal glands and gonads.  Even within an organ, there may be differences among parenchymal cells; the liver is an excellent example.  Blood draining from the intestines enter the hepatic portal vein which then delivers nutrients to the liver.  The liver parenchyma is organized into hexagonal lobules (Fig. 2-6).  Branches of the portal vein enter the lobule at each of the six corners, as does the hepatic artery which delivers oxygen.  The two merge to form sinusoids, special porous capillaries, before draining into the central vein and returning to the heart.  The liver also makes bile which is secreted into bile canaliculi that drain into bile ducts also located at the corners.  An oxygen gradient forms between the oxygen-rich blood brought in by the hepatic artery (zone 1) and the oxygen-poor blood removed by the central vein (zone 3).  Different metabolic pathways are favored in different zones.
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Fig. 2-6.  Anatomy of a liver lobule.  See text for details.


Metabolic gradients are also important in embryogenesis.  In mammalian embryos, fibroblast growth factor induction of glycolytic enzymes establishes a glycolysis gradient between the head (low) and tail bud (high).  This gradient drives axial elongation and mesoderm fate.


c.  Organelle: Many metabolic pathways are restricted to certain locations within the cell: fatty acid synthesis occurs in the cytoplasm, while fatty acid α oxidation takes place in peroxisomes and β oxidation occurs in the mitochondria.  Lipolysis can even be more precisely located within the cell: during starvation, fatty acids are preferentially transported into mitochondria adjacent to the lipid droplet.


Even if an enzyme is located at multiple sites, it may have distinct functions at each site: in the mitochondria, pyruvate dehydrogenase generates AcCoA for the tricarboxylic acid (TCA) cycle, fatty acid synthesis, etc.  The same enzyme in the nucleus generates AcCoA for the acetylation of proteins.  Methionine synthase in the cytoplasm generates the amino acid, methionine; in the nucleus, it is involved with protein methylation.


Some metabolic pathways are spread among several organelles, which often cluster to form multiorganelle units: an excellent example is lipid metabolism.  Palmitic acid is synthesized in the cytoplasm from acetyl CoA produced in mitochondria.  Palmitic acid then goes to the endoplasmic reti​culum (ER) for further elongation, shortening, or modifications before finally being stored in lipid droplets.  During lipid synthesis, mitochon​dria, ER and lipid droplets cluster together.  During lipolysis, peroxisomes are recruited to this cluster, because fatty acids can be oxidized in mito​chondria and peroxisomes.

d.  Molecular: Molecular compartmentalization is essentially quinary structure and a little more.  Basically, enzymes in a metabolic pathway are often associated with each other in a structure known as a metabolon.  This association may either be direct (enzyme-to-enzyme), via a scaffolding protein or long noncoding RNA (lncRNA), or in the extreme situation of gene fusion as a single, multifunc​tional protein.  The best example of the latter is the fatty acid synthase which contains all of the enzymes involved in the synthesis of palmitic acid save for the committed step.  There are also physiochemical properties of cellular components that can favor the assembly of functionally-linked proteins: e.g., membrane-less organelles for RNA processing factors and detergent insoluble glycolipids (DIGs) in plasma membranes for signaling factors.


Furthermore, both the formation of the metabolon and its location are regulated.  For example, hypoxia will induce the formation of the glucosome (glycolysis); and mitogens will trigger the assembly of the purinosome (purine synthesis).  In addition, the glucosome, which generates ATP, is located where the ATP is needed; e.g., myofibrils in myocytes, presynaptic sites in neurons, etc.  During respiration, glucosomes assemble on the surface of mitochondria in order to efficiently feed pyruvate into the TCA cycle.


e.  Functional: Functional compartmentalization refers to the situa​tional dependence of the localization of metabolic pathways.  For example, during fasting peripheral tissues depend upon glycolysis for energy.  How​ever, under these same circumstances the liver uses gluconeogenesis (essen​tially the reverse of glycolysis) in order to maintain blood glucose levels.


8.  Miscellaneous: A few more regulatory mechanisms remain to be discussed.  Some bacteria possess an adenylate cyclase that is activated by blue light; it uses FAD as a photopigment rather than as a hydrogen carrier.  Another unusual regulatory factor is voltage.  First, a little background will be presented.  All plasma membranes are polarized: negative, inside; positive, outside.  Excitable membranes can reverse this polarity (depolari​zation) by allowing sodium and/or calcium ions to enter the cell.  One family of voltage-gated channels has six transmembrane helices (Fig. 2-7).  The last two helices with the intervening loop form part of the pore.  The complete pore requires this helix-loop-helix region from four subunits.  The fourth helix in each subunit is positively charged and acts as the voltage sensor.  Upon depolarization, the negative charge shifts to the outside and the cationic helix moves toward it by electrostatic attraction.  This move​ment opens the pore.  There are many enzymes that can be indirectly activated by depolariza​tion via the change in ion concentrations: e.g., CaMKIV is stimulated by the calcium influxes.  However, there is an IP3 phosphatase that is directly activated by depolarization.  It is a chimeric protein: at the amino termi​nus, it has the first four transmembrane helices of a voltage-gated channel; and at the carboxy terminus, it has a PTEN-like phosphatase domain.  As with the voltage-gated channels, depolarization induces the outward movement of the fourth helix.  Although the exact molecular mechanism has not yet been worked out, the data suggest that this movement exposes the substrate binding site for IP3, thereby activating the enzyme.
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Fig. 2-7.  Structures and Activation of a Voltage-Gated Channel (Upper Panel) and a Channel-Phosphatase Chimera (Lower Panel).  Upper Panel: Depo​larization triggers the outward movement of the positively-charged helix 4, which in turn opens the pore formed by helices 5 and 6 and the intervening loop.  Lower Panel: The movement of helix 4 alters the conformation of IP3 phosphatase, thereby activating the enzyme.  Note: The pore is formed by the carboxy terminal helix-loop-helix from four proteins (or four domains in a fused protein) and the other helices are clustered round this core.  This figure depicts only one subunit/domain and displays the helices in a linear array to improve visual clarity.  Abbre​viation: IP3, phosphatidylinositol-3,4,5-trisphosphate.

In yeast, metabolism is coordinated with the cell cycle: oxidative metabolism occurs during the stationary phase, while proliferation is associated with the reductive phase.  This is done to minimize DNA damage from ROS (a by-product of the etc) during DNA replication.  These effects are mediated by the cell cycle-dependent kinases.


Another aspect of enzyme regulation is memory.  When glucose binds glucokinase, an unstructured loop folds to seal the site.  When glucose-6-phosphate leaves, the loop is slow to unfold.  As such, subsequent glucose binding will be to a preformed, high affinity site.  Another example would be the plasma membrane calcium ATPase (PMCA): when calcium levels rise, calcium binds to calmodulin and the complex then binds and activates PMCA.  Calcium dissociates rapidly when calcium levels fall, but the calmodulin is briefly retained.  This allows PMCA to react faster to a subsequent calcium eleva​tion.  Such a phenomenon has been called allokairy (Gk. other time) to distinguish it from allostery (Gk. other structure).


Mechanical force can regulate enzymes.  Sortase is a bacterial protease that links adhesion molecules to the cell wall in response to shear stress.  The mechanical force induces a conformational change in the enzyme and accelerates the reaction.  Finally, membrane properties can influence enzyme activity: diacylglycerol kinase ε (DGKε) is inactive in flat membranes but active in negative bends; and the fever-induced increase in membrane fluidity activates the NADPH oxidase to produce ROS.  ROS can then be used to trigger inflammation and/or kill microorganisms.  Another membrane property that can influence enzyme activity is its dipole: increased membrane dipole, as is found in certain plasma membrane microdomains, can increase phospholipase A2 activity.


Finally, enzymes can be regulated by the circadian cycle (Fig. 2-8).  In diurnal animals, feeding occurs during the day and fasting occurs at night; and metabolic pathways are coordinated with these activities.  The cycle is based on a simple negative feedback mechanism: during the day, CLK and BMAL1, which are transcription factors, induce PER.  By dusk, the PER concentration is high enough to inhibit CLK and BMAL1.  Since CLK and BMAL1 are required for PER expression, their repression leads to a fall in PER concentration.  When PER falls, CLK and BAML1 are derepressed and the cycle repeats itself.  There are external inputs to fine-tune the cycle, but they will not be discussed here.  Fasting occurs at night, when amino acids are utilized in gluconeogenesis; enzymes of the urea cycle are activated to clear the resulting ammonia.  Conversely, during the day, CLK, which is also an acetyltransferase, acetylates and inhibits argininosuccinate synthetase (ASS), the rate-limiting step in the urea cycle.  Regeneration can also occur at night, and both cystathionine β-synthase (CBS), which is involved with one-carbon metabolism, and IMP dehydrogenase (IMPDH), which is involved with purine synthesis, are more active at night.  CRY binds CBS to allosterically stimulate it and CLK acetylates and inhibits IMPDH.



[image: image8.wmf]CRY/PER

BMAL1/CLK

DAY

NIGHT

CRY-CBS

act

ASS

IMPDH

ASS-Ac

inact

IMPDH-Ac

inact

acetylation




 


Fig. 2-8.  The Regulation of Enzymes by the Circadian Cycle.  Abbreviations: ASS, argininosuccinate synthetase; BMAL1, brain and muscle ARNT(aryl hydrocarbon nuclear receptor translocator)-like 1; CBS, cystathionine β-synthase; CLK, clock; CRY, cryptochrome; IMPDH, IMP dehydrogenase; PER, period circadian protein homolog.


9.  Integration: None of the above regulatory mechanisms acts in isolation.  Many enzymes are influenced by multiple inputs.  A good example is AMPK, which was originally introduced above as being allosterically activated by AMP during low energy states.  In truth, it is part of a complex regulatory web.

AMPK is activated by phosphorylation (described below and shown in Fig. 2-9).  During fasting, energy levels are low and AMP concentrations are high; AMP binding to AMPK blocks phosphatases from removing the phosphate.  AMPK remains active and stimulates several catabolic pathways to maintain energy levels.  Fasting also triggers the release of hormones (glucagon and epine​phrine) which mobilize energy via glycogenolysis and lipolysis.  Both hor​mones use cAMP as a second messenger.  Sustained elevation of cAMP can fur​ther augment AMP levels via cAMP hydrolysis by phosphodiesterase (PDE).  cAMP also activates the cAMP-dependent protein kinase (PKA) that phosphorylates and activates another kinase, the liver kinase B1 (LKB1) which, in turn, phosphorylates and stimulates AMPK.  This latter phosphorylation is facili​tated by aldolase, a glycolytic enzyme that splits fructose-1,6-bisphosphate (FBP).  However, during hypoglycemia, there is little FBP and aldolase is free to act as a scaffold that brings LKB1 and AMPK together.  In the fed state, aldolase is kept busy in glycolysis and is not available to act as a scaffold.  The fed state is characterized by elevated AcCoA which drives the acetylation and inhibition of LKB1.  Insulin is also elevated in the fed state.  One of its major mediators, PKB, phosphorylates PCAS2 which then inhibits SIRT, a NAD+-dependent deacetylase, and prevents the reactivation of LKB1.  Furthermore, abundant glucose feeds the ets which generates ROS; this inhibits AMPK in two ways: first, ROS can oxidize cysteines in AMPK to inactivate the enzyme.  Second, ROS activates PI3K to produce PI(3)Pn, while inhibiting the phosphatase that degrades it.  As a result PI(3)Pn accumulates and activates PKB, which then directly phosphorylates AMPK to trigger its ubiquitination and destruction (not shown in Fig. 2-8).  Conversely, during fasting, NAD+ is elevated and SIRT can deacetylate and reactivate LKB1.  Both action potentials and muscle contraction are accompanied by calcium elevations and both require high energy expenditures.  Therefore, it should not be surpris​ing that calcium, via CaMKK2, also activates AMPK.
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Fig. 2-9.  Regulation of AMPK.  (1) ROS oxidizes Cys130 and Cys174 in AMPK, although some authorities claim the effect of ROS is indirect via PKB (see text for details).  (2) CDK4 is involved with mitosis; as such, it switches the cell from catabolism (especially fatty acid oxidation)) to anabolism for growth.  (3) Strong, prolonged elevation of cAMP will elevate AMP via the former’s hydrolysis by PDE.  (4) When glucose is low, there is no F-1,6-P for aldolase to split.  Aldolase is then free to act as a scaffold to assemble LKB1 and AMPK at the lysosome to facilitate activation of the latter by the former.  Pointed arrows represent stimulation or substrate flow, while flat arrows represent inhibition.  Abbrevi​ations: CaMKK2, calmodulin-dependent protein kinase kinase 2 (also known as CaMKKβ); CDK4, cell cycle-dependent kinase 4; F-1,6-P (FBP), fructose-1,6-bisphosphate (aldolase substrate); LKB1, liver kinase B1; PACS2, phosphofurin acidic cluster sorting protein 2; PDE, phosphodiesterase; ROS, reactive oxygen species; SIRT, an NAD+-dependent deacetylase.


In addition to energy status, there are other inputs.  The cell cycle dependent kinase 4 (CDK4) is involved with mitosis.  The CDK4 phosphorylation of AMPK inhibits AMPK in order to switch the cell from catabolism to anabol​ism to support cell growth.  In summary, AMPK can be regulated by energy levels, hormones, mitosis, and oxidative stress via allosterism, multiple phospho​rylations, oxidation, and acetylation (indirectly).

�Q10 a measure of the rate of change of a reaction as a consequence of raising the temperature by 10 C.


�CMGC is an acronym for a family of protein kinases, including the CDKs, the


MAPKs, the GSKs, and the CDK-like kinases.
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