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Section 1:  Packaging


1.  Histones (See any standard biochemistry textbook for a description of histones, the nucleosome, and higher ordered structures.)

a.  Isohistones: Isohistones are multiple forms of any of the five basic histones.  Although homologous to the basic histone, their structures and functions differ.  A comprehensive discussion of these proteins is beyond the scope of this supplement; only a representative list of isohistones will be presented (Table 1) and the regulation of one will be covered to give the reader a sense of these molecules.
 Table 1.  Representative Isohistones and Their Functions

	Isohistone
	Function

	H1o
	Transcription

	H2A.Z
	Delimits heterochromatin; facilitates splicing, especially at weak introns

	MacroH2A
	X chromosome inactivation; nuclear organization and shape

	H2AX
	DNA repair and meiosis

	H3.3
	Transcription



Isohistones of H2A are the most common because the H2A/H2B dimer is easily exchanged, since the H2A/H2B wedges are removed during transcription to form the lexosome.  H2A.Z serves several functions that support transcrip​tion: 1) it inhibits chromatin condensation; 2) it recruits the RNA poly​merase II and TATA box binding protein (TBP); 3) it destabilizes the core nucleosome, which decreases the need for nucleosome remodeling and allows the RNA poly​merase II to pass through; 4) it readily dissociates to expose the promoter; and 5) it suppresses antisense transcripts.  It acts as boundary element that inhibits the spread of heterochromatin and brackets transcrip​tion start sites at the 5' ends of all genes in euchromatin, whether they are actively being transcribed or not.  Their regulation is primarily through recruitment: e.g., the transcription activation domain in the amino terminus of the estrogen receptor recruits Tip60/p400, a histone chaperone that inserts H2A.Z into the nucleosome.  Recruitment can also occur via histone modifications (see below): e.g., Tip60/p400 also inserts H2A.Z into nucleo​somes containing H3K27ac and H3K14ac
, which it recognizes and binds.

b.  Phasing: Nucleosomes are not randomly scattered along the DNA; they tend to occur at specific sites.  For example, certain sequences, as well as DNA methylation, favor DNA bending and binding to nucleosomes.  In addition, if DNA binding proteins recognize sequences spaced relatively close together, they can shepherd the intervening nucleosomes.  These positions are never rigid but statistical.  The nucleosome position has regulatory consequences: e.g., in some genes, a nucleosome over the promoter can block transcription initiation but not elongation.  As such, nucleosomes must sometimes be moved to initiate transcription.

These translocations are accomplished by histone remodelers, of which there are several; but again this text will focus on one, SWI/SNF.  Many nuclear receptors recruit SWI/SNF to HREs which are near the promoters of genes targeted by these receptors.  During mitosis, tran​scription is sus​pended; and MAPK phosphorylates and inhibits SWI/SNF.  On the other hand, several inositol polyphosphates (IP4 and IP5) stimulate SWI/SNF.  These signaling molecules are synthesized from IP3 by members of the inositol polyphosphate multi​kinase (IPK) family.  The mammalian enzymes have a CaM-binding domain, although CaM does not affect its activity.  Similarly, the plant homolog is phosphorylated by a calcium-dependent kinase, which also fails to modulate its activity.  It would appear that calcium regulates IPK by some mechanism other than activity: e.g., via localization.

c.  Modifications: Any given histone modification can have multiple, even opposing, functions depending upon its context.  That is, it is the constellation of histone modifications, rather than a single one on a single histone, that determines the meaning.  This phenomenon is called the histone code.  Individual modifications and their regulation will be considered first; and then the code will be discussed.  Also, only four of the most well-known and studied modifications will be covered.

(1)  Acetylation: In general, histone acetylation induces chromatin relaxation to facilitate transcription.  Acetyl groups are attached by several families of acetyltransferases (HATs) and removed by deacetylases.  One family of the latter, the NAD+-dependent SIRTs, has already been men​tioned; it is active whenever NAD+ levels are elevated, such as in starvation.  The other histone deacetylase (HDAC) families are simple hydrolases that use water to break the ester bond.  It has recently been shown that the resulting free acetate can be a significant source of acetyl CoA for lipid synthesis.

HATs can be regulated by phosphorylation of either the HAT or its substrate: MAPK phosphorylation of CBP increases its acetyltransferase activity, while PKA phosphorylation of its substrate, CREB, recruits CBP to CREB.  They can also be allosterically affected by transcription factors to which they are bound: e.g., the transcription factors, C/EBPα, HNF1α and Sp1, all activate CBP, while HOX, Msx3 and Twist binding to CBP inhibit it.


HDACs are similarly regulated.  Phosphorylation can affect 1) activity (PKA inhibits HDAC8, while Src stimulates HDAC3), 2) location (CaMKII phosphorylation of HDAC4 sequesters it in the cytosol via binding to 14-3-3, while MAPK phosphorylation of HDAC4 shifts it to the nucleus), 3) half-life (either PKA or GSK3 phosphorylation of HDAC4 leads to its ubiqui​tination and degradation), and 4) complex formation (CK2 phosphorylation of HDAC3 induces its binding to Sp3, while MAPK phosphorylation of Jun triggers its dissociation from HDAC3).  Other covalent modifications include acetyla​tion (inhibitory for most HDACs), O-GlcNAcylation (inhibits HDAC1 by blocking phosphoryla​tion), and S-nitrosylation (causes HDAC2 to dissociate from chrom​atin result​ing in greater chromatin acetylation).  Many nuclear receptors can recruit HDACs by using cyclin D as an adaptor.  Finally, they can be allo​steri​cally regulated: CaM and the βγ subunit of G proteins can each inhibit the class II HDACs, while the repressors, SMRT and NCoR, stimulate the class I HDACs.  βHydroxybutyrate, a ketone body produced during starvation, inhi​bits class 1 HDAC, which leads to increased acetylation and the induction of Fox03, a transcription factor that opposes many of the actions of insulin.

(b)  Phosphorylation: Phosphorylation of histones can induce either condensation or relaxation depending upon several factors.  First, the histone code: H3S10p alone usually favors condensation, but in the company of H3K9ac and H3K14ac it favors relaxation.  Second, the extent and duration of the modification: during mitosis, the Aurora kinases produce prolonged, wide​spread phosphorylation; during signaling, the mitogen- and stress-activated protein kinase (MSK, a kinase downstream of MAPK) produces phosphorylation that is more restricted and transient.

Condensation can be triggered by H1 kinase phosphorylation of H1 during mitosis or by PKCδ (H3T45p) during apoptosis.  On the other hand, PKA and MSK phosphorylation induces relaxation for transcription during signaling.  The latter can be quite discrete; e.g., IKKα is recruited to NF-κB-induced genes to phospho​rylate H3S10; and AMPK phosphorylation of H2B at serine 36 promotes the transcription of energy-stress genes.  Relaxation can also have other func​tions: e.g., Mec1, a member of the DNA-PK family, phosphorylates H2A to decondense chromatin in prepara​tion for DNA repair via nonhomologous end joining.  Furthermore, phospho​rylated H2A recruits chromatin remodelers after DNA damage; and DNA-PK phosphorylation of H1 decreases the DNA affinity of H1, which would otherwise inhibit end-joining.

(c)  Poly(ADP-ribosyl)ation: This is an unusual modification consisting of a polymer of ADP-ribose originating from NAD+.  The nicotinamide is removed and the freed C1’ of the ribose is usually attached to an a negative residue, such as glutamic acid or the carboxy terminus.  The C1’ of subsequent residues are then attached to the C2’ of the adenosylribose in the preceding units to form straight chains.  Units can also be attached to the C2’ of the ribose originally attached to the nicotinamide to create branching every 20-50 residues:
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Although most often associated with DNA repair, it can also affect chromatin structure and transcription.


The polymer is generated by a family of poly(ADP-ribose) polymerases (PARPs) and primarily degraded by the poly(ADP-ribose) glycohydrolase.  How​ever, the latter does not appear to be subject to any significant regula​tion, while the PARPs are regulated by posttranslational modifications, alloster​ism, and recruitment.  The clearest examples of PARP regulation relates to its response to DNA damage.  For example, oxidative stress activates MAPK and Set9, which stimulate PARP by phosphorylation and lysine methylation, respec​tively.  Exposed 5’ ends signal DNA damage and they activate PARP.  Heavy damage can overactivate PARP, which depletes cellular NAD+ and triggers apop​tosis.  Sustained calcium elevations can also trigger apoptosis, in part by allosterically stimulating PARP.  In contrast, Bcl-2 is antiapoptotic and inhibits PARP.  H2AX recruits PARP to DNA damage and, after H2AX phosphoryla​tion by ATM, also allosterically activates PARP.  With respect to its tran​scriptionl role, CBP acetylation of PARP is required for its interaction with the transcription factor, NF-κB, for which PARP is a coactivator.  Finally, in insects, the ecdysone receptor recruits PARP to modify histones associated with genes it induces.

(d)  Methylation: Histones can be methylated on either arginines or lysines; each is catalyzed by separate enzyme families and each has distinct functions.  Arginines are modified by the protein arginine methyltransferases (PRMTs); the modifications are more labile and are associated with euchro​matin and transcription.  Lysines are modified by the protein lysine methyl​transferases (PKMTs); the modifications are more stable and are associated with heterochromatin.  In fact, these are generalizations and the precise functions can be influenced by the site(s) methylated, the degree of methyl​ation, other histone modifications (the histone code), and the temporal sequence.  In addition, proteins other than histones can also be modified.

PKA phosphorylation of PRMT4 allows it to bind, methylate and activate the estradiol receptor, even in the absence of the steroid.  GSK3 phospho​rylation stabilizes PRMT4 by inhibiting ubiquitination.  However, oxidative stress in the lung down-regulates GSK3 and destabilizes PRMT4.  This down-regulation of PRMT4 is required to repair lung tissue damaged by oxidative stress; otherwise, PRMT4 will induce cell migration, which is detri​mental to repair processes.  Therefore, the down-regulation of PRMT4 facilitates lung repair.  Finally, during mitosis PRMT4 is inhibited by an unknown kinase, presumably to suppress transcription during mitosis.

Allosterism is another mechanism used to control PRMTs.  BGT1, an antiproliferative protein, binds and stimulates PRMT1, while DAL-1, a tumor suppressor, inhibits PRMT3.

PKMTs are recruited by many transcription factors and corepressors.  Covalent modifications can also regulate PKMTs: EZH2 is inhibited by PKB phosphorylation, while MLL5 is activated by O-GlcNAcylation.


Demethylases reverse this modification by progressively oxidizing the methyl group, which is eventually lost as formaldehyde.  Some demethylases can be stimulated by calcium (LSD1), serine phosphorylation (PHF2 by PKA), or tyrosine phosphorylation (KDM3A by Jak2, a STK)), while others are inhibited by polyamines (LSD1) or poly(ADP-ribosyl)ation (KDM5B).  Several demethylases are recruited by transcription factors or specific histone modifications.  For example, high glucose levels will drive the O-GlcNAcylation of host cell factor 1 (HCF-1), which then binds ChREBP to initiate lipid synthesis (see Unit 6, Sect. 3(5c)).  First, it recruits OGT to O-GlcNAcylate and activate ChREBP; second, it recruits Set1 to tri​methylate H3K4, which then recruits the lysine demethylase, PHF2.  PHF2 has a specificity for H3K9me2, which would otherwise inhibit transcription (see Table 2 under Histone Code below).  This results in the demethylation and transcription of only those genes induced by ChREBP.

(e)  Miscellaneous Modifications:  Elevated lactate can be generated by the Warburg effect in cancers and can drive histone lactylation.  This modi​fication preferentially favors the transcription of genes related to growth.  The effects of histone succinylation is similar to acetylation.

In summary, histone modifications are subject to regulation by the same transducers that integrate metabolism.  However, recruitment by transcription factors is often central to regulation, because it results in modifications restricted to selected genes.  Global modifications can occur but are usually associated with comprehensive events, such as cellular differentiation.

(f)  Histone Code: As previously noted, the effect of any given histone modification is influenced by other alterations and the entire assemblage of modifications is a better predictor of function than any single one.  For ex​ample, euchromatin is relaxed chromatin that is either being transcribed or was recently transcribed, while heterochromatin is condensed, trancription​ally inactive chromatin.  Each has a distinct spectrum of histone modifica​tions (Table 2).  This is even more dramatically seen during spermatogenesis, where each stage is associated with a different set of histone modifications (Table 3).
Table 2.  Histone Modifications Associated with Euchromatin and Heterochromatin
	Histone
	Euchromatin
	Heterochromatin

	H3
	K9Ac, S10P, K14Ac, K4Me, K36Ac, K79Me
	K9Me, S10P, K27Me, K36Me

	H4
	R3Me, K5Ac
	K12Ac, K16Ac



  Table 3.  Constellation of Isohistones and Histone Modifications

  Occurring During Different Stages of Spermatogenesis
	Spermatogenesis stage
	H2A
	H2B
	H3
	H4

	Recombination
	
	K120Ub
	K4me2/3

K9ac

K14ac

K36me3

K79me3
	K16ac
K44ac

	Transcription
	H2AUb
	
	K9ac
K27me3

K79me2
	K5ac
K8ac

K12ac

	Chromatin remodeling
	
	
	K4me
S9p
	

	Meiotic sex chromosome inactivation
	H2A.Z
MacroH2A
	
	K27me3
K36me3

K79me2/3
	K5ac
K8ac

	Double strand break formation and repair
	H2AUb
H2AXp
	H2BUb
	K4me3
K9ac

K56ac
	



2.  DNA Methylation: DNA can also be methylated and such methylation is associated with inactive genes.  DNA methylation is not considered a primary event, but rather imprints inactivity induced by other factors.  For ex​ample, one proposed scenario begins with histone deacetylation and chromatin remodeling, which allows SET access to methylate lysine 9 in H3.  H3K9me then recruits HP1, which in turn recruits a DNA methyltransferase (DNMT).  Methyl​ation of cytosine at C5 and additional chromatin remodeling solidifies the inactivity.  Because the modification is very persistent, it usually marks developmental commitments.  Methylation manifests its effects by interfering with transcription factor binding, recruiting transcription repressors, and promoting DNA compaction.

There are two enzymes responsible for DNA methylation: DNMT1 is the maintenance methyltransferase, while DNMT3 performs de novo methylation and is especially important in establishing embryonic methylation patterns.  DNMT2 is not a DNA methyltransferase; rather, it is a cytoplasmic enzyme that methylates cytosines in tRNAs.  Recruitment is a major regulatory mechanism for these enzymes.  H1 favors chomatin condensation and binds both DNMT1 and DNMT3b; and Myc and the polycomb complex both repress transcription by recruiting DNMTs.  Certain histone modifications also bind DNMTs: H4K3me2 directly binds DNMT3a, while H3K9me recruits DNMT1 via HP1.

Covalent modifications are also important.  Lysine methylation and PKB phosphorylation of DNMT1 are reciprocal.  The former shortens the half-life of DNMT1, while the latter is highest during DNA synthesis, when DNMT1 will be needed to methylate newly synthesized DNA strands in order to preserve this epigenetic trait.  SUMOylation stimulates DNMT1 but inhibits DNMT3a.  SUMOylation is a modification analogous to ubiquination and is often associ​ated with DNA repair.  As such, it likely regulates transcription during DNA repair via its action on DNMTs.  Citrullination of DNMT3a stabilizes it, which increases DNMT3a concentrations.  Citrullination con​verts peptidyl​arginine to peptidylcitrulline and is performed by the protein arginine deiminase:
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This posttranslational modification is associated with cellular differenta​tion, when DNA methylation is imprinting developmental fates.  The protein arginine deiminase is stimulated by calcium, a common transducer for differ​entiation.  Citrullination can also occur in other processes, but the role of DNA methylation with these events is not as well-established.


As with histone methylation, DNA methylation is reversed by progressive oxidation of the methyl group by dioxygenases which use αKG as a cosubstrate.  As such, the availability of this metabolite can regulate DNA methylation.  Finally, many of the repressive effects of DNA methylation are mediated by proteins that recognize and bind methylated DNA and that can themselves be regulated.  For example, MeCP2 (methyl CpG binding protein 2) recruits SWI/SNF to remodel DNA into heterochromatin; phosphorylation of MeCP2 by CaMKIV induces its dissociation from methylated DNA.



3.  Protamines: Sperm are little more than nuclei with tails.  They swim at a rate of 10 cm/h through the female reproductive tract; this requires that they be light and sleek.  To that end, more than 98% of histones are displaced by protamines during spermatogenesis.  The resulting chromatin is six times more compact than a metaphase chromosome.  In addition, protamines prevent the male chromosomes from undergoing premature cell division, while the ovum completes meiosis II.

Protamines are much smaller than histones: they contain only 30-34 amino acids (4100-4600 dal; cf. 11,300-15,300 dal for the core histones).  They are also very simple molecules: their amino acid composition includes only 5-8 different amino acids.  Finally, they are very basic: two-thirds of the amino acids are arginines.  The protamines bind in the major groove and induce the DNA to form 50-kb coils that stack like life savers (Fig. 7-1).  The remaining 2% of DNA retaining histones include repetitive sequences, centromeres, and genes involved with spermatogenesis.  The histones form standard nucleosomes that are organized into zigzag solenoids; the histone solenoids are then interspersed among the protamine coils.
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Fig. 7-1.  Chromatin Organization in Spermatozoa.  Histones are shown in magenta and form nucleosomes that are arranged in solenoid structures between stacked coils formed by protamine-bound DNA (cyan).
Section 2:  DNA Replication


1.  Eukaryotic Origins: Prokaryotic DNA replication has a single ori​gin.  However, because eukaryotic DNA is longer and eukaryotic DNA polymer​ases are slower, eukaryotic DNA replication has multiple origins.  There are several factors that favor origins: 1) GC-rich regions, 2) nucleosome-free DNA, 3) G-quadruplex DNA conformation, and 4) the presence of certain isohis​tones and histone modifications (e.g., acetylation and O-GlcNAcylation).

All potential origins are “licensed”
 during G1 but only a fraction will actually be used in S; e.g., 20-30% in adult somatic cells.  This number will yield about one origin per 10,000 bases.  There are three classes of origins.  Constitutive origins are always used in all cells at every mitosis.  Dormant origins are never used except under special circumstances (e.g., DNA damage to a nearby normally active origin).  How​ever, the majority of origins belong to the last class: flexible origins.  The activity of this group differs between cell type, developmental stage, individuals, etc.  In addition, not all origins are active at the same time; there is a specific order.  For example, origins in transcriptionally active regions are activated earlier than those in heterochromatin, and centrally located DNA is replicated before peripheral DNA.

2.  Mitochondrial DNA: Mitochondria originated as endocytosed prokary​otes that developed a symbiotic relationship with their eukaryotic hosts.  The need for such a semi-independent structure arises from the fact that the etc generates highly toxic ROS as a side-product.  For this reason, during evolution, much of the prokaryotic genome has been transferred to the rela​tively safer confines of the nucleus.  Nonetheless, some genes remain: the mitochondrial genome codes for 13 polypeptides plus rRNAs and tRNAs.  Why this should be the case is a puzzle; there are two major theories.  The first is based on the highly hydrophobic nature of these proteins and states that, if they were synthesized outside the mitochondria, they would be misdirected.  Indeed, if they are experimentally transferred to the nucleus and expressed, all the proteins except one are inserted into the ER.  An argument against this theory is that the mitochondria are capable of importing nucleic acids; i.e., the genes could still be nuclear and the RNA could be transferred to mitochondria for translation.  The second theory states that the mitochon​drial localization allows for the tight regulation by the mitochondrial redox potential, which might not be sensed by the nucleus.

For whatever reason, the mitochondria still have a restricted genome and it must be replicated.  Mitochondrial DNA replication is not coupled to nuclear DNA replication.  Indeed, it is not even coupled to mitochondrial fission, so that the DNA copy number can vary from 2 to 50 per organelle.  The number is regulated by several factors: e.g., it is increased when exposed to ROS and may compensate for increased risk of damage.  It also increases when ATP levels are low; presumably this increases the etc levels to restore ATP levels.  Finally, it increases with age; again, the assumption is that the increase is compensating for accumulated mitochondrial damage over time.

The genome is AT-biased, presumably because these nucleotides are less subject to mutagenesis.  Furthermore, the GC content is asymetrically located with the G occurring predominantly on one strand.  This strand is heavier as measured on density gradient centrifugation and is designated the heavy or H-strand, while its complementary partner is known as the light or L-strand.  Although mitochondria do not have nuclei, their DNA is packaged by proteins into nucleoids, which are spherical and layered.  In the center are repli​cative and transcriptionally-related proteins, while chaperones, RNA processing and translationally-related proteins are located peripherally.  There is one mtDNA copy per nucleoid.

The origin on the H-strand is occupied by a nascent piece of DNA that displaces the L-strand to produce a D-loop (Fig. 7-2A).  This is where DNA synthesis begins in the leading strand (Fig. 7-2B).  The lagging strand has a separate origin about two-third’s around circle (Fig. 7-3C).  The lagging strand binds single-standed binding proteins to prevent ssDNA damage; it will eventually be replaced by DNA.  An alternate theory has this function performed by the temporary hybridization with the RNA transcripts; but this theory has less evidence to support it.  Finally, the RNA primer is removed, a negative superhelix is introduced, and the D-loop reforms.
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Fig. 7-2.  mtDNA Replication.

3.  DNA Repair (Note: See any standard biochemistry textbook for a description of the repair of UV-induced T-dimers, cytosine deamination and other commonly discussed repairs.  This section will concentrate on the repair of damage not usually covered in such texts.)


a.  Ribonucleotide Incorporation: DNA contains dNTPs and RNA contains NTPs.  However, exonucleolytic proofreading is less efficient at detecting and removing NTPs than base mismatches: specifically, it removes 92% of base mismatches, but only one-third of NTPs.  As a result, NTPs occur at a frequency of between 1/5000 (DNA polymerase δ on the lagging strand) and 1/1250 (DNA polymerase ε on the leading strand).

The presence of NTPs in DNA can lead to several problems.  First, the 2’ hydoxy group can attack the backbone and generate strand breaks and recom​bination.  They are more sensitive to endonucleases and can cause replicative stress.  They can also introduce subtle DNA conformational changes that could alter protein recognition and binding.  For example, NTPs favor the A-DNA helix over the B-DNA helix.


Nonetheless, the frequency of NTPs in DNA is higher than would be expected for random errors and suggests that there is some benefit to having a small amount of NTP in DNA.  For example, it labels the nascent DNA strand and targets it for base mismatch repair.  Specifically, surveillance enzymes scan the DNA for base mismatches.  When they find one (e.g., G-T), how does it know which one is the correct one and which is the mutation?  The assump​tion is that the base on the parental strand is correct, while that on the newly synthesized one is not.  So, how does it determine which strand is the newly synthesized one: it’s the one with higher NTP content.  NTPs also facilitate nonhomologous end joining.

Replacement of NTPs is performed by the RNase H2, which cleaves at the 5’ end of the lesion.  This is followed by nick translation and ligation.


b.  DNA Glycation: In diabetes, glucose elevations can drive the formation of glyoxal and methylglyoxal, which are by-products of sugar metabolism.  These are reactive molecules that can spontaneously react with proteins, lipids and DNA; these modified molecules are known as advanced glycation end-products (AGEs).  Hemoglobin A1C is such a modified molecule and is used as a measure of how well a patient’s glucose is being controlled.  AGEs in other organs are responsible for many of the complications seen in diabetes.  In DNA, guanosine is the usual target: methylglyoxal reacts with the amino group to form an aminocarbinol; the results can lead to mutations and strand breaks.  This lesion is repaired by DJ-1/PARK7, a protein/nucleic acid deglycase (Fig. 7-3).  First, it acts as a glyoxalase to transfer a hydrogen from the hydroxy group to the ketone; then it hydrolyzes the amide bond to remove lactate and regenerate the guanosine. 
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Fig. 7-3.  Repair of DNA Glycation by DJ-1/PARK7, a Protein/Nucleic Acid Deglycase.

c.  DNA Alkylation: Alkylation is the transfer of an alkyl group from one molecule to another.  It can be part of normal chromatin regulation, as in cytidine methylation by DNMTs, or pathological, as in cancer chemotherapy.  DNA alkylation can lead to base mismatch or instability, while RNA alkylation can result in translation arrest.  DNA alkylation is reversed by the AlkB family of αKG-dependent dioxygenases (Fig. 7-4).  Essentially, the alkyl group is oxidized by molecular oxygen.  Because oxygen is diatomic, αKG acts as a cosubstrate for the second oxygen atom.  The reaction is completed by the dissociation of an aldehyde (e.g., formaldehyde from methyl adducts) from the unstable carbinoliminium.  Most damaged RNA is simply degraded because of their short half-lives; but long-lived RNA (e.g., rRNA and tRNAs) are repaired in the same manner as DNA.
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Fig. 7-4.  Repair of DNA Alkylation.  Methylated cytidine is shown but the strategy is the same for the repair of any alkylation: i.e., oxidative dealkylation.


4.  NonDNA Inheritance: Epigenetics refers to any noncoding effects on gene expression, but it is more often applied to chromatin modifications, such as DNA methylation and histone modifications.  Both are inheritable and both can affect gene expression.  The reader is referred to any standard biochemistry textbook for a discussion of these two topics.  This section will cover two other types of nonDNA inheritance, one RNA-based and the other nonhistone protein-based.

Sperm not only carry DNA but they also carry RNA that can have perma​nent effects on the zygote (a more complete discussion of the different types of RNA and their functions will be given under Transcription).  MicroRNA (miRNA) affects mRNA stability; tRNA-derived small RNA (tsRNA) match some promoters and can affect transcription; and long, noncoding RNA (lncRNA) can affect chromatin structure.  The persistence of their effects beyond the RNA half-life may be secondary to cell fate deci​sions made during early embryogen​esis or due to subsequent imprinting via histone or DNA modifications.

The second type of nonDNA inheritance is prion-like.  Originally, prions were defined as infectious protein particles that formed aggregates of β structure.  These aggregates were proteolyzed and the resulting fragments acted like seeds (called replicons) in daughter cells.  The concept now includes some IDPs that can assume a particular three-dimensional structure, and therefore function, and induce other IDPs of same sequence to assume the same structure, which can be passed down for generations.  As such, they have been called mnemons, because they act as cellular memory devices to encode previous cellular or environmental conditions that generated the original three-dimensional structure.
Section 3:  Transcription


1.  RNA Classes: Not that long ago, there were only three known RNAs: messenger RNA (mRNA), which was the template for protein synthesis; ribosomal RNA (rRNA), which with ribosomal proteins formed the ribosome; and transfer RNA (tRNA), which coupled to amino acids and brought them to the ribosome for incorporation into the nascent peptide chain.  Now, a new RNA class seems to be discovered every few months.

A brief synopsis of the major classes of RNA is presented in Table 4.  It is beyond the scope of this treatise to covered each, but basic mechanisms will be presented.  Most of the effects of these molecules are a result of either hybridization, translation, or recruitment.  For example, siRNA and miRNA recognize short sequences in RNA; their hybridization creates dsRNA which is degraded by an endoribonuclease.  Similarly, circRNA hybridization can sponge miRNA and neutralize the effects of miRNA.  Some circRNA can also be translated in a cap-independent manner; and some lncRNA have small ORFs that code for bioactive peptides.  In addition, lncRNA can recruit histone modifiers, chromatin remodelers, tran​scription factors, RNAP II, etc.  Other functions include the competitive inhibition of linear RNA splicing (circRNA), stress granule formation (tsRNA), and telomere formation (lncRNA) and repair (TERRA).
Table 4.  A Selected Summary of RNA Species

	RNA class
	Description
	Function

	mRNA
	Messenger RNA
	Template for protein synthesis

	  hnRNA
	Heterogenous nuclear RNA
	mRNA precursor

	  circRNA
	Circular RNA (mRNA spliced to form a circle)
	Regulation, especially during develop​ment; sponge some miRNAs and proteins

	rRNA
	Ribosomal RNA
	Forms ribosomes (with proteins)

	tRNA
	Transfer RNA
	Binds specific amino acids and transfers them to the ribosome to be added to the growing peptide

	ncRNA
	Noncoding RNA
	

	  snRNA
	Small nuclear RNA
	RNA splicing

	  snoRNA
	Small nucleolar RNA
	RNA modification

	  siRNA
	Small interfering RNA
	RNA stability

	  miRNA
	MicroRNA
	Similar to siRNA but shorter

	  piRNA
	PIWI-interacting RNA
	Transposon suppression

	lncRNA
	Long, noncoding RNA
	Recruits histone modifiers and chromatin remodelers; recruits transcription fac​tors and RNAP II; binds to DNA to affect expression, to RNA to affect stability, and to HuR to affect translation; role in imprinting; some may contain small ORFs

	  TERRA
	Telomeric repeat-containing RNA
	Repair of short telomeres

	cncRNA
	Coding-noncoding RNA
	mRNA and non-mRNA functions; e.g., scaf​folding in plasmalemma cortex and RNPs

	tsRNA
  (also

  called

  tRF)
	tRNA-derived small RNA (aminoacyl half of tRNA via cleavage)
	Transferred from sperm to egg (epigenet​ic); binds mRNA and affects translation; stress granule formation; differentia​tion; binds some proteins to affect stability



Abbreviations: HuR, human antigen R (binds and stabilizes mRNA); ORF, open reading frame; RNAP II, RNA polymerase II.

2.  RNA Polymerases: In keeping with the theme of this supplement, the reader is referred to any standard biochemistry textbook for the mechanics of transcription and the regulation of RNAP 2.  This section will emphasize the regulation of RNAP 1 and RNAP 3 and other topics not fully covered under RNAP 2.

a.  RNA Polymerase II (RNAP II or RNA Pol II)


(1)  Carboxy-terminal Domain (CTD):  The CTD is the control panel for RNAP II.  It consists of a tandem repeat of seven amino acids:




Tyr-Ser-Pro-Thr-Ser-Pro-Ser

The number of repeats varies from 26 in yeast to 52 in mammals.  Genetic engi​neering has shown that a minmum of eight repeats is required for function.  The above is the consensus sequence; individual repeats can vary; e.g., an arginine in position one or a lysine in position seven.  The possible post-translational modifications run the gamut: phosphorylation, acetylation, methylation (arginine or lysine), deimination, O-GlcNAcylation, ubiquitina​tion, and even cis-trans isomerization at both Ser-Pro peptide bonds (Table 5).  Each modification, or combination of modifications, has a different significance.

Table 5.  RNAP II Carboxy-Terminal Domain Modifications and Their Functions

	Post-translational modification 
	Associated process or processes 

	None
	Binds Mediator1

	Ser5 PO4 
	Transcription initiation (dissociation from Mediator); mRNA capping and splicing; non-coding RNA transcription termin​ation and chromatin modification (recruits Set1 to generate H3K4me) 

	Ser2 PO4 
	Transcription elongation; promoter-proximal pause and release; splicing; transcription termination (only when T4 is phosphorylated and Y1 is not); DNA topology (with pS5, pS2 recruits Set3 to generate H3K36me)

	Ser7 PO4 
	snRNA expression; interaction w/ Integrator2 complex and P‑TEFb recognition 

	Thr4 PO4 
	Transcription elongation and termination (only when S2 is phosphorylated and Y1 is not); post-transcriptional splicing; processing of histone mRNA (intronless genes); chromatin remodelling 

	Tyr1 PO4 
	Transcription termination 

	pS5-P6 cis
	Required for some termination factors to bind

	Arg1 methyl (nonconsensus) 
	snRNA and snoRNA regulation; R-loop resolution; transcrip​tion termination 

	Arg1 deimination (nonconsensus)
	P-TEFb binding and pause release (conversion to citrulline by peptidyl arginine demininase)

	Arg7 methyl (nonconsensus)
	Inhibit transcription of snRNA and snoRNA genes; recruit factors to resolve R-loops; transcription termination

	Lys7 methyl (nonconsensus) 
	Supports nucleosome occupancy at promoters; negatively regulates gene expression 

	Lys7 acetyl 
	Induction of growth-factor response genes, transcription elongation; maintains balance between Lys methylation and acetylation; affects mRNA expression levels; recruits phos​phatase to dephosphorylate Ser5

	O-GlcNAcylation (S5 and/or S7)
	Pre-initiation complex assembly by blocking phosphorylation

	Ubiq (Lys7; nonconsensus) 
	RNA Polymerase B1 (the largest subunit of RNAP II) degradation 



1A transcription coactivator.

2Involved with snRNA processing.

The best studied modifications are pS2 and pS5, which are covered in standard biochemistry texts.  Briefly, the unphosphorylated RNAP II is re​cruited to the promoter by the TATA box binding protein (TBP) to assemble the preinitiation complex (Fig. 7-5).  Phosphorylation of S5 by TFIIH promotes transcription by dissociating RNAP II from the preinitiation complex.  pS5 recruits Set1 to synthesize H3K4me3, which in turn recruits 3' processing factors, such as capping factors.  RNAP II is released from the pre-mRNA cap checkpoint and proceeds to the pause site 30-60 nt downstream; this keeps the promoter open.  It is released from the pause site when pTEFb phosphorylates S2.  pS2 then shifts Set1 to the RNA and recruits Set2 to synthesize H3K36me, which along with H3K9ac promotes elongation and processing by recruiting splicing factors, etc.
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Fig. 7-5.  Simplified Scheme of Transcriptional Regulation.


This field is evolving and the sequence and integration of the other modifications has only been partially established.  For example, O-GlcNAcyla​tion blocks phosphorylation and, therefore, facilitates formation of the pre-initiation complex with the unphosphorylated RNAP II.

(2)  Termination of RNAP II Transcription: Most textbooks adequately cover prokaryotic transcription termination but not eukaryotic termina​tion.  There are two basic mechanisms: the CPA and the NNS pathways.  In the former, a poly(A) signal (AAUAAA or variants) in hnRNA attracts the cleavage and polyadenylation complex (CPA), which cuts the hnRNA and adds a poly(A) tail.  However, the RNAP II is ahead of, and oblivious to, this process and keeps transcribing.  The free RNA end attracts a 5’ exonuclease, which destroys the RNA; when the exonuclease reaches the RNAP II, it induces the latter to dissociate and the RNAP II is recycled.  CPA is also associated with splicing factors.


Starvation induces the CDK8 and DOA kinases, which phosphorylate CPA.  This modification changes the site and length of the poly(A) tail and alters splicing, such that transcripts involved with autophagy and starvation-associated metabolism are favored and those involved with lipid and protein synthesis are destroyed.  In the fed state, mTOR triggers the ubiquitination and degradation of the CDK8 and DOA kinases to reverse this effect.  mTOR or its downstream kinase, S6KI, may do this via phosphorylation as both CDK8 and DOA have consensus phosphorylation sequences for mTOR or S6KI.  However, actual phosphorylation of CDK8 and DOA by mTOR or S6KI has not yet been demonstrated. 

Termination of the transcription of ncRNA is accomplished by the NNS (Nrd1-Nab3-Sen1) pathway.  Briefly, Nrd1 and Nab3 recognize and bind specific sequences in the nascent RNA.  They then recruit Sen1 , a helicase, to dislodge RNAP II (cf. Rho in prokaryotic transcription termination).

b.  RNA Polymerase I (RNAP I or RNA Pol I): RNAP I tran​scribes rRNA, except the 5S rRNA.  These genes do not have a TATA box: instead, they have an upstream control element (UCE) between −200 and −107 and a core element between −45 and +20.  UBF binds both of these elements and recruits TIF-IB (yeast)/SL1 (mammals).  After phosphorylation, TIF-IA (yeast)/Rrn3 (mammals) binds RNAP I and brings RNAP I to the complex of UBF and TIF-IB/SL1 to initiate transcription.


RNAP I has many phosphorylation sites but most single site mutations are without effect.  This suggests that regulation is dependent upon a combi​nation of phosphorylations and/or other modifications.  An exception is the DNA-PK whose phosphorylation stimulates transcription by RNAP I.  However, most regulation appears to reside in the posttranslational modifications of RNAP I cofactors (Table 6).

Table 6.  Modification of RNAP I Cofactors and Their Functions

	Factor1
	Function of factor
	Modification2
	Function of modification

	UBF
	Recruit RNAP I and stabilize TIF-IB/

SL1 binding;

create enhance-

osome
	P/carboxy 

terminus/CK2
	Increase binding to TIF-IB/SL1

	
	
	P/S484/CDK4-CCND1
	Required to bind RNAP I

	
	
	P/S388/CDK2-CCNE
	Required to bind RNAP I

	
	
	P/?/S6KI
	Increase RNA synthesis

	
	
	P/?/ERK1/2
	Dissociate from DNA to enhance promoter clear-

ance

	
	
	P/?/PI3K via IRS-1
	Increase RNA synthesis

	
	
	Ac/?/CBP
	Increase bind to RNAP I

	

	TIF-IB/SL1 subunits:

	  TAFI68
	Promoter speci-

ficity
	Ac/?/PCAF
	Increase rRNA binding

	  TAFI95/110
	
	P/?/CDK1-CCNB
	Decrease UBF binding 

during mitosis

	

	TIF-IA/Rrn3
	Bridge RNAP I and preinitiation 
complex
	P/?/mTOR-S6KI
	Required for activity

	
	
	P/S649/S6KII
	Required for activity

	
	
	P/S633/ERK1/2
	Required for activity

	
	
	P/S200/JNK2
	Inhibit binding to RNAP I and TIF-IB

	
	
	P/S170,S172/CK2
	Inhibit binding to RNAP I

	
	
	P/S635/AMPK
	Inhibit by blocking 

binding to SL1

	
	
	P/?/PKB and CK2
	Increase stability; transport to nucleolus 

and bind to RNAP I




1When two names are given and separated by a slash, the first is the yeast 
factor and the second is the mouse homolog.

2Modification (P, phosphorylation; Ac, acetylation)/site/modifier.


Abbreviations: CCN, cyclin; ERK1/2, extracellular signal-regulated protein kinases 1 and 2 (members of the MAPK family); JNK2, c-Jun N-terminal protein kinase 2; UBF, upstream binding factor.


In addition to factors acting directly, there is indirect regulation.  For example, GSK3 phosphorylates and activates PTEN, a PI(3)Pn phosphatase that degrades this phospholipid.  This in turn inhibits downstream kinases dependent upon PI(3)Pn for activation, including PKB, mTOR and S6KI.


In summary, mediators of anabolic signals (e.g., PKB, mTOR, MAPK family, acetylation) generally stimulate transcription, while those of catabolic signals (e.g., AMPK) inhibit transcription.

c.  RNA Polymerase III (RNAP III or RNA Pol III): While RNAP I tran​scribes rRNA, except the 5S rRNA, RNAP III transcribes the tRNAs, 5S rRNA and several small RNAs.  The initiation of transcription is slightly different for each gene group.  In the 5S rRNA gene, TFIIIA binds the regulatory sequence and recruits TFIIIC, which then recruits TFIIIB.  Finally, TFIIIB recruits RNAP III and opens the promoter.

In tRNA genes, TFIIIC binds the regulatory sequence and recruits TFIIIB, which recruits RNAP III.  Finally, in the U6 snRNA gene, SNAPc (snRNA activating protein complex) recruits TFIIIB, which recruits RNAP III.  TFIIIB is the final common pathway for all three initiations and a primary site for regulation.  It is composed of three subunits: TBP, Brf and Bdp1.

ERK (excellular signal-regulated protein kinase, a member of the MAPK kinase family) phosphorylates Brf to increase its binding to RNAP III, TFIIIC2 and DNA.  This stimulates initiation complex assembly.  TFIIIB can also be stimulated by PKA phosphorylation of Bdp1 or CK2 phosphorylation of TBP.  Finally, Myc, a proto-oncogene, can directly bind and stimulate TFIIIB.  Conversely, Brf has a reactive cysteine, whose oxidation by ROS impairs complex assembly and transcription.  Essentially, growth signals the need for protein synthetic machinery, while stress does the opposite.  The full effect of CK2 is dependent on the cell cycle stage: direct phosphorylation of RNAP III during S stimulates transcription, while phosphorylation of Brf during mitosis inhibits it.  Protein synthesis declines during mitosis; therefore, there is less need for tRNAs and rRNA.  

RNAP III is also affected by an inhibitor, Maf1.  Phosphorylation of Maf1 by PKA or mTOR blocks nuclear localization, thereby reducing Maf1 inhibition of transcription.  Maf1 also increases glycolytic flux; but this effect is not transcriptional, as absolute levels of glycolytic enzymes do not increase.  When Maf1 is inhibited, glycolytic intermediates accumulate and become available for amino acid synthesis.  That is, by inhibiting Maf1 growth factors not only stimulate the generation of protein synthetic machinery but also increase the production of amino acids.

3.  RNA Processing: Most biochemistry textbooks cover the standard RNA processing, but they rarely cover its regulation or RNA editing.  Both are discussed below.


a.  Regulation of tRNA Modifications: Previously, tRNA modifications were considered to be programmed processes, but that is no longer true.  Three examples will be presented.  The first is the bacterial regulation of iron metabolism.  In response to iron deficiency, prokaryotes synthesize and secrete enterobactin, a very high affinity iron chelator; the iron complex is then taken up and the enterobactin degraded to liberate the iron.  When iron is abundant, MiaB, an iron-dependent tRNA isopentenyltransferase synthesizes tRNA(m2i6A), which is required for the translation of Fur (ferric uptake regulator).  Fur, which is also iron-dependent, is a transcription repressor that inhibits enterobactin expression (Fig. 7-6A).  When iron is scarce, tRNAs cannot be modified, Fur is not synthesized, and enterobactin is derepressed.
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Fig. 7-6.  Three Examples of the Regulation of tRNA Modifications.  Abbreviations: Fur, ferric uptake regulator (a transcription repressor); MiaB, a tRNA isopentenyltransferase; t6A, N6-threonylcarbamoyladenosine; TrmD, a guanine-N1-methyltransferase.

TrmD is a Mg2+-dependent guanine-N1-methyltransferase, a modification required for several tRNAs, such as that for proline (Fig. 7-6B).  The magnesium trans​porter has a proline attenuator in its leader.  Abundant magnesium leads to properly modified tRNAPro, uninterrupted translation, the formation of a termination loop and abortion of translation of the magnesium transporter.  On the other hand, magnesium deficiency leads to unmodified tRNAPro, stalled translation, disruption of the termination loop, and complete translation of the magnesium transporter, which is needed to restore magnesium levels.

In yeast, the synthesis of threonylcarbamoyladenosine requires threo​nine (via OAA), ATP and CO2, which all come from the TCA cycle.  During hypoxia, the TCA cycle is repressed and mitochondrial translation is inhibited.



b.  RNA Editing: It was once thought that, barring transcriptional errors, a protein sequence was fixed by the DNA sequence of its gene.  However, it is now known that an RNA sequence can be changed in a deliberate and precise manner after it has been synthesized by the RNAP.  This process is known as RNA editing and it introduces additional variations into gene expression.

In eukaryotes, RNA editing is rare and discrete and most commonly consists of a deamination; i.e., converting a C to a U or an A to an I.  This changes the base pairing with the anticodon in the tRNA and, therefore, the amino acid inserted into the altered position.  The deaminases have very strict requirements: 1) they target bases in specific sequences; and 2) surrounding nucleotides, nucleotide modifications and interaction with other proteins affect the process.  An example is the sero​tonin (5-hydroxytrypt​amine, 5-HT) receptor.  The 5-HT2C is a GPCR; the unedited isoform couples with Gq and G13; however, the edited receptor only couples to Gq.


Prokaryotes are more versatile: they can insert or delete bases to produce a frameshift.  The site is determined by a guide RNA (gRNA), which hybridizes with the preedited RNA except at the target site where there is a mismatch.  The RNA is cleaved at that site, a base is added or deleted, and the free ends are ligated.
Section 4:  Translation

1.  Aminoacyl tRNA Synthetases (ARS):  See any standard biochemistry textbook for the structure and basic reactions of ARS.


a.  Regulation of Translation:  The specificity of ARS is such that when the designated amino acid is scarce, a similar amino acid can be attached to the ARS.  For example, valine is known to substitute for isoleucine when the latter is limiting; and phenylalanine can substitute for tryptophan under similar circumstances.  This allows translation to proceed while minimally affecting the protein structure.

ARS abundance can regulate the translation of proteins that have an amino acid composition bias.  For example, alanine, serine, and glycine represent 80% of all the amino acids in  silk fibroin.  In the silk glands of the fifth instar silkworm, the tRNAs for these three amino acids are induced along with their respective ARSs.  This alteration in tRNA abundance is required for the efficient translation of this protein.  In another example, valine ARS is up-regulated in melanomas that have become resistant to therapy.  This facilitates the synthesis of proteins rich in valine, such as hydroxyacyl-CoA dehydrogenase.  This key enzyme in fatty acid oxidation is required for melanoma survival.
b.  Other Functions:  ARS are made in excess over what is needed for protein synthesis.  This is a result of the fact that many ARS have other functions; several relevant to translation will be discussed here.  ARS classically attach amino acids to the hydroxy group of ribose at the 3’ end of tRNAs; however, some ARSs can also attach them to lysines in proteins.  For example, the LeuRS attaches Leu to a lysine in RagA/B, a G protein that regulates mTOR.  This modification inhibits the GTPase activity, which leads to the activation of mTOR and protein synthesis (for details, see Regulation below).  Essentially, this tells the cell that there is plenty of leucine available for protein synthesis.  Since leucine is the most abundant amino acid in proteins, it is a good estimate of the amino acid supply.


CysRS also acts as an amino acid sensor: in the presence of abundant cysteine, CysRS binds CaMKK2 and blocks its binding to AMPK.  During cysteine deficien​cy, the apoenzyme actually facilitates CaMKK2 binding, phosphoryla​tion, and activation of AMPK to dampen translation and conserve cysteine.


GlyRS is another amino acid sensor.  Methionine, leucine, and lysine stimulate the phosphorylation of GlyRS.  Methionine binds to and activates the GPCR, GPR87, which then stimulates a member of the Rho family.  This small G protein stimulates a MAPK kinase kinase (MAPKKK), an upstream activator of MAPK; however, it can also phosphorylate GlyRS, which triggers its migra​tion to the nucleus, where it is cleaved and binds NF-κB, a transcription factor.  This binding facilitates the phosphorylation and activation of NF-κB, which then transcribes the mTOR gene.  mTOR, in turn, stimulates protein synthesis.
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The glutamyl-prolyl RS (EPRS) may serve a similar function.  GluRS and ProRS are fused in animals; this may have arisen when collagen appeared in evolution.  Collagen is the most abundant protein in animals and a fourth of its amino acids are proline.  Since proline is synthesized from glutamic acid, this increased proline demand had the potential to deplete glutamate stores.  This was prevented by coregulating the two amino acids via a fused EPRS.  In addition, EPRS acts as a proline sensor for collagen synthesis.  EPRS forms complex with TGFβR1, Smad3, Jak and Stat6.  TGF-β is an important hormone in proliferation and wound healing, both of which require collagen.  The TGF-β receptor (TGFβR1), a serine kinase, directly phosphorylates and activates Smad3, a transcription factor.  It also stimulates the Jak kinases, which are STKs, to phosphorylate and activate Stat6, another transcription factor.  Both Smad3 and Stat6 induce collagen expression.  Since EPRS enzymatic activity is required for this induction, it is presumed to signal adequate proline levels to support collagen synthesis.

The ARS can be regulated in several ways.  The phosphorylation of GlyRS was mentioned above.  Low energy activates AMPK which phosphorylates and stimulates Unc-51-like autophagy activating kinase 1 (ULK1).  ULK1, in turn, phosphorylates the LeuRS and blocks leucine binding; this would dampen translation when energy levels are low.

Phosphorylation of EPRS allows it to mediate some of the effects of insulin and IFNγ.  Insulin (via PI3K) and IFNγ (gene induc​tion) stimulate Cdk5, which phosphorylates S6KI.  S6KI phosphorylation of EPRS causes it to leave MARS (multiaminoacyl tRNA synthetase complex), an aggregate of 9 ARS.  EPRS is then free to inhibit the translation of proteins mediating inflamma​tion (IFNγ effect) and to transport the fatty acid trans​porter 1 to the plasma membrane to take up long chain fatty acids for trigly​ceride synthesis (insulin effect).

Finally, stress can activate ARS.  The effect of ROS on MetRS was discussed under Amino Acids in Unit 1.  Briefly, ROS stimulate the MAPK phosphorylation of MetRS.  This causes MetRS to misacylate up to 10% of methionines.  The misacylation favors the attachment of methionines to tRNAs for charged or polar amino acids.  This would increase the number of methionines at the surface, where they would protect proteins by scavenging the ROS.  UV light induces the phosphorylation of MetRS by GCN-2, which inhibits the synthetase activity.  In addition to reducing protein synthesis during stress, phosphorylated MetRS triggers the release of transcription factors to enter the nucleus and transcribe stress genes.

Oxidative stress can also inactivate KEAP1 by oxidizing sensitive cysteines (see Fig. 3-9).  Because oxidized KEAP1 can no longer inhibit Nrf2, the latter can transcribe stress genes, such as cysteine dioxygenase 1, an enzyme that catabolizes cysteine.  As a result, cysteine levels rise and drive the coupling of tRNAArg to cysteine, leading to the substitution of cysteine for arginine in proteins. As with the methionine substitutions described above, these cysteines would protect proteins by scavenging the ROS.
In mast cells, immunoglobulin E-antigen complexes can shift LysRS toward synthesizing diadenosine polyphos​phates, which liberate several transcription factors from sequestration; once again stress genes are induced.  Oxidative stress can also generate meta-tyrosine (m-Tyr) from phenyl​alanine; PheRS can be misacylated with m-Tyr.  However, these same oxidative conditions oxidize PheRS at cysteines and other amino acids; these modfica​tions enhance the proofreading activity of PheRS toward tyrosine and reduce misacylation.

Another possible sensor of stress is elevated NO, which would reduce supplies of arginines from which it is synthesized.  When arginine levels are high, ArgRS enters the nucleus and sequesters a splicing factor; when low, ArgRS releases the factor and leaves the nucleus.  This splicing factor is involved with the synthesis of peptides having enhanced immunogenicity.  That is, stress triggers the generation of NO with the concomitant fall in arginine levels.  This arginine deficiency shifts ArgRS out of the nucleus which liberates a splicing factor that leads to peptides having an enhanced immune response.

2.  Genetic Code: The genetic code is often explained in terms of mathematics.  There are 20 amino acids plus assorted instructions that must be assigned codes; and there are only four bases.  If two bases are used, the 16 possible permutations would still be inadequate.  Three bases will yield 64 permutations, which are more than enough; the “extra” codons are frequent​ly described as “excess”, “spare” or some other label that trivializes their true importance.  Both the organization of the codon table and the numerous synonyms have extremely important consequences.

a.  Reduces the Number of tRNAs: Synonyms are grouped together so that they usually differ in only the third position.  This is known as the wobble position because the steric criteria for pairing the third base are less stringent than that for the first two positions.  That fact allows a single tRNA to recognize multiple synonyms.  As a result, although there are 61 codons, there are only 32 tRNAs in the cytoplasm.  The genetic code in mito​chondria is further modified to even out the matrix even more and all the codons can be recognized by only 22 tRNAs.

b.  Minimizes Deleterious Mutations: Amino acids with similar proper​ties (e.g., hydrophobicity) occupy the same column or row in the genetic code matrix.  A single mutation will shift the codon horizontally or vertically in the matrix, resulting in a “conservative” substitution.  For example, UUU codes for phenylalanine.  Methodically changing each base generates nine mutations: one does not change the amino acid at all, six will substitute other hydrophobic amino acids for phenylalanine, only two would be considered nonconservative, and there are no nonsense mutations.

This also holds for frameshift mutations.  For example, a recent study of almost 3,000 proteins subjected to a +1-frameshift demonstrated a correla​tion of 0.7 for their hydrophobicity profiles despite a sequence identity of only 6.5%.


c.  Favors Adaptive Substitutions: Experiments with real proteins show that the most probable substitutions are more likely than random substitu​tions to improve function in an altered environment.  This may be related to the above: “conservative” substitutions are not completely equivalent.  For example, phenyl​alanine is not just hydrophobic; its size, aromatic ring, etc. may also be involved in its preference at a particular position.  Therefore, a “conserva​tive” substitution allows evolution to experiment with this posi​tion in a controlled manner; i.e., it is similar enough to preserve some function (e.g., hydrophobicity) but different enough to bestow new properties that may be advantageous in a new environment (e.g., hydrogen bonding with a tyrosine replacement).

d.  Modulates Translation Rate: Synonyms are not used with equal fre​quency, and Mother Nature is frugal: She is not going to synthesize a lot of tRNAs that recognize rarely used synonyms.  As a result, when a rarely used synonym appears in the template, there is a brief pause while the ribosome waits for the cognate tRNA to appear.  This phenomenon can actually be used to adjust the rate of translation.  Why would one want to adjust the rate?

(1)  Adjusts Ribosomal Spacing: Rare codons are more common at the start of a sequence (i.e., the first 30-50 codons, also known as the translation ramp) to space ribosomes optimally and avoid traffic jams.  Rare codons are also more common in signal sequences.  A signal sequence is an amino terminal extension of a secreted or membrane protein; it directs the ribosome to the ER after which it is usually cleaved off.  The slower rate of translation may allow time for the ribosome to get to the ER.

(2)  Assists Protein Folding: Rare codons can slow translation in proteins that require more time to fold.  A classic example of this is the anthranilate synthase/indoleglycerol phosphate synthase, a fused protein that catalyzes two consecutive steps in tryptophan synthesis.  The two enzymes are separated by a spacer that is rich in nonpreferred codons; the resulting pause allows the first enzyme to finish folding before the second one is translated.  If the codons in the spacer are replaced with preferred ones, the protein is misfolded despite the fact that the amino acid sequence was not changed.  It is assumed that the sequence of the second enzyme emerged too quickly and has now interacted with that of the first enzyme to disrupt folding.

It may be noted that during evolution, the overall translation rate has slowed: in prokaryotes 17-21 amino acids are incorporated into protein/sec, while in eukaryotes the rate is only 5-10 amino acids/sec.  This correlates with the increase in the average size of proteins: 310 amino acids in E. coli, 450 amino acids in yeast, and 588 amino acids in humans.  In general, the larger the protein, the more time it takes to fold.  The use of rare codons is superimposed on this basal rate to facilitate the folding of individual domains that require more time.

In addition to affecting translation rate, rare codons can cause ribosomal stalling, which can lead to the inhibition of translation initiation or premature termination.  Codon usage can also affect transcription indirectly by influencing histone modification by an as yet unknown mechanism.  Specifically, codon usage changes the levels of H3K27ac, which favors transcription. 


(3)  Adjusts Efficiency: Highly expressed proteins use common codons, while proteins only needed in small amounts use rare codons.  The latter generates smaller yields.  This is a result of several factors.  First, translation is slower and, therefore, yields are reduced.  Second, slow translation renders mRNA more susceptible to degradation.  Finally, rare codons have low GC content; but GC is more efficient at wobble pairing.  In addition, GC-rich mRNA is more stable and produces more protein; but it requires GC-rich anticodons for translation.  So, rare codons are less efficient at base pairing and are associated with less stable mRNA.

An example of this is calmodulin (CaM), a calcium-binding regulatory protein.  Mammals have three CaM genes; all three genes code for identical proteins but have markedly different codon usages.  CaM3 mRNA is highly stable and is synthesized when translation is reduced, as in spermatogenesis, while CaM2 mRNA is labile and used for better temporal regulation.  This phenomenon also facilitates coordinated expression of genes having related functions.  For example, the genes for glycolytic enzymes or for ribosomal proteins are enriched in preferred codons, which ensure their rapid and synchronous expression.


(4)  Adjusts Temporal Expression: Late viral proteins use rare codons to delay their expression.

(5)  Favors Selected Translation: Genes for amino acid synthesis have rare codons.  Since tRNAs for rare codons are used less often, they will be less likely to be depleted during amino acid deficiency.  So, the enzymes could still be translated and replenish the amino acid pool.

Indeed, entire developmental programs can be regulated in this way: the codons used by proliferative genes usually end in A/U, while those associated with differentiation often end in G/C.  The former are decoded by abundant tRNAs, which leads to rapid translation; i.e., rapidly proliferating cells require more protein.  tRNAs decoding the latter are less abundant and trans​lation is slower.

(6)  Adjusts Accuracy: Preferred codons are translated more accurately.  For example, slower rates characteristic of rare codons are prone to read through stop codons.  This can actually be favorable in bacteria adapting to new conditions, since it generates diversity.  IDRs also have high content of rare codons, which may increase their versatility.

e.  Dual Usage: Fifteen per cent of eukaryotic codons also act as bind​ing sites for regulatory proteins; such codons are called duons.  Syno​nyms provide the flexibility to change one function (e.g., protein binding) with​out affecting the other function (e.g., amino acid sequence).  Prokar​yotic gene regulation frequently involves RNA secondary structure (e.g., hairpin termination loops).  Again, synonyms allow the structure to be changed (e.g., base pairing) without altering the amino acid sequence.  In eukaryotes, splicing sites can be similarly changed.  In higher eukaryotes, the variable regions in antigen binding sites of antibodies undergo hypermutation during B lymphocyte maturation.  These sites are characterized by pyrimidine-pyrimidine sequences which provide the flexibility and specificity for binding the activation-induced cytidine deaminase, a mutation-inducing enzyme.  Finally, viral genomes are often limited in size.  To compensate, they may have overlapping genes in different reading frames; synonyms allow the independent evolution of these overlapping genes.

3.  Ribosomes  (Note: Most biochemistry texts cover the basic structure and function of ribosomes.  This section will concentrate on ribosome hetero​geneity and on the mitoribosome.)


a.  Ribosome Heterogeneity: The basic compositions of prokaryotic, eukaryotic, and mitochondrial ribosomes are shown in Table 7.  However, such a table is misleading, as the compo​sition is not fixed.  Indeed, in prokary​otes and lower eukaryotes, about 25% of ribosomal proteins are substoichio​metric.  The protein composition can vary according to conditions (e.g., growth vs. stationary) and in tissue distribution: e.g., RPL3L/uL3L is found in ribosomes from striated muscle, but RPS4Y1/eS4Y1 and RPS4Y2/eS4Y2 are found in the testis.  This heterogeneity may relate to specialization in translating certain mRNAs: e.g., in mouse embryos, ribosomes enriched in RPL10A/uL1 are associated with mRNA related to growth, extracellular matrix organization and sphingolipid metabolism; those depleted of RPL10A/uL1 are associated with mRNA related to stress, apoptosis and metabolic pathways involved with vitamin coenzymes; RPS25/eS25, with mitosis and the vitamin B12 pathway; and RPL38/eL38, with Hox genes.  Posttranslational modifications add more diversity: e.g., ribo​somal protein S6 phosphorylation selects for mRNAs with a terminal oligopyri​midine tract; these structures are found in the 5’ end of mRNAs for ribosomal proteins and elongation factors.  The P-stalk proteins are in the GTPase center.  Cytokines, hormones involved with immune responses, trigger the phosphorylation of the P-stalk.  This modification extends the stalk to allow it to interact with auxilliary protein factors that increase the efficiency of translation of membrane proteins required for immune responses.  This mechanism explains why invariant ribosomal proteins tend to be buried within the organelle while variable ones are superficial.
Table 7.  Composition of Prokaryotic, Eukaryotic, and Mitochondrial Ribosomes
	Parameter
	Prokaryotic
	Eukaryotic
	Mitochondrial

	Total mass
	70S (2.7 Mda)
	80S (3.2 Mda)
	55S (2.7 Mda)

	Subunits
	50S
	30S
	60S
	40S
	39S
	28S

	rRNAs
	5S, 23S
	16S
	5S, 5.8S, 28S
	18S
	16S, mt-tRNA1
	12S

	Proteins
	33
	21
	472
	33
	≥52
	≥30



1Either mt-tRNAVal or mt-tRNAPhe.  It is constant in any given species.

246 in yeast.


There are about 200 copies of rRNA genes and they are not all iden​tical; furthermore, rRNAs can undergo variable post-transcriptional modifi​cations.  Translation factors are also heterogeneous: e.g., eIF3 contains 13 subunits, not all of which are stoichiometric.  eIF3 selects for mRNA having m6A in the 5’UTR; eIF3d, for stem loop structures; and eIF3h, for crystallin mRNA in the eye lens.  Finally, there are 10 million ribosomes in the average cell; in the human hepatocyte there are 13 million on the RER alone.  There​fore, there are many ribosomal variations that can exist at the same time in a single cell.

b.  Mitoribosomes: Mitochondrial ribosomes have the same general shape as prokaryotic and eukaryotic ones, but they are less dense and more porous and protein-rich.  It was originally thought that mitoribosomes lacked an E site, but it was subsequently determined to be present, albeit in a modified form.  About half the proteins are orthologs of those in the cytoplasmic organelle but half are completely new.  This would suggest that proteins play more of a structural role than a functional one.  Indeed, the ribosome is basically an RNA machine, which is a holdover from an RNA world.  The rRNA constitutes 65% of the mass of the prokaroytic ribosome (about 50% in eukar​yotic ones) and catalyzes the peptidyl transferase reaction.  The mitoribo​some does not have a 5S rRNA; it substitutes either mt-tRNAVal or mt-tRNAPhe.  The mt-tRNA occupies same position as the 5S rRNA in the central protuberance.

The mitoribosomes only translate 13 polypeptides, all of which are very hydrophobic and directly inserted into the inner mitochondrial membrane.  The mitoribosome is adapted for these peptides; e.g., the exit tunnel is very hydrophobic and the porosity allows the peptides to fold and have access to posttranslational modifying enzymes without being exposed to the hydrophilic matrix.  In addition, the mitoribosomes are permanently bound to the inner membrane, making a signal sequence unnecessary.  By contrast, the exit tunnel in cytoplasmic ribosomes does not allow more than limited protein folding and no posttranslational modifications.  Furthermore, since cytoplasmic ribosomes translate membrane and soluble proteins, a signal sequence is necessary to direct the ribosomes to the ER.

The basic translational mechanism is the same except for a few changes.  For example, there is no Shine-Dalgarno sequence; initiation probably begins with protein binding to the leaderless mRNA.  The mitoribosome uses fMet-tRNAMet, but there is only one mt-tRNAMet that is used for both initiation and elonga​tion.  Therefore, the initiation factor must be able to distinguish between mt-tRNAMet’s charged with methionine vs. formylmethionine.  Finally, all termination codons are grouped so that only a single recognition factor is required.

4.  Regulation: Virtually every factor in translation can be regulated in some manner.  However, there are clearly three points where control is concentrated (Fig. 7-7): eEF2, eIF2, and 4E-BP.  eEF2, also known as the translocase, advances the ribosome one codon.  It is inhibited by the eEF2 kinase, previously called the CaMKIII.  eIF2 is a G protein that is acti​vated by eIF2B, its GEF; they are responsible for binding the Met-tRNAiMet and bringing it to the 40S subunit.  eIF4F is responsible for loading the mRNA onto the small ribosomal subunit.  It is comprised of several subunits, including eIF4A, a helicase that unwinds the mRNA; eIF4E that binds the cap of the mRNA; and eIF4G, a scaffold that facilitates assembly of the complex.
The 4E binding protein (4E-BP) binds and sequesters eIF4E, thereby inhibiting its binding to capped mRNA.  These foci will be regulated by energy (acetyla​tion, O-GlcNAcylation, NAD+, ATP, pO2), anabolic and catabolic hormones, stress (ROS, NO, unfolded protein response, osmotic stress), and amino acid abundance.  There is also cross-talk with glycolysis, PPP and fatty acid metabolism.
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Fig. 7-7.  Major Foci of Translation Regulation.


a.  eEF2: The eEF2 kinase phosphorylates and inhibits eEF2 (Fig. 7-8).  Transla​tion is a very expensive process and low energy will stimulate eEF2 kinase to halt translation.  AMP as well as other low energy signals activate AMPK; and starvation stimulates the secretion of hormones elevating cAMP, which acti​vates PKA.  Both kinases phosphorylate and stimulate eEF2 kinase.  Adequate oxygen levels permit the etc to generate ATP for translation.  Prolyl hydroxylases can act as oxygen sensors: their Km for oxygen is such that they can function at normal levels but not during hypoxia.  When oxygen levels are normal, they will hydroxylate and inhibit eEF2 kinase.  Anabolic hormones, like insulin and mitogens, need protein synthesis to support their actions.  To that end they stimulate a variety of kinases, which phospho​rylate and inhibit eEF2 kinase.  Finally, mitogens also elevate the pH via stimulation of the sodium-hydrogen exchanger (antiporter) 1 (NHE1).  The sodium gradient is used to expel hydro​gen and raise the pH.  Mitogens can increase NHE1 activity via MAPK/S6KII phosphorylation and insulin can do the same via PKB phosphorylation.  Insulin also shifts the NHE1 to the plasma membrane in a PI3K-dependent manner.  Because eEF2 kinase has a low pH optimum, it will be inhibited.
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Fig. 7-8.  The Regulation of eEF2 Kinase.  Abbreviation: MR, muscarinic receptor.  Kinases are italicized.

Finally, eEF2 can be phosphorylated by another kinase.  In yeast, osmotic shock activates HOG (high osmolarity glycerol, a member of the MAPK family), which then activates Rck2 (radiation sensitivity complementing kinase, a member of the CaMK family).  Rck2 phosphorylates and inhibits eEF2 (not shown in Fig. 7-8).  Again, stress inhibits translation.

In plants, energy comes from photosynthesis which produces both ATP and NADPH.  As such, a reducing environment signals active photosynthesis and energy production.  Conversely, an oxidative environment signals stress and low energy, and oxidation of eEF2 inhibits translation.


PP2A reverses this phosphorylation and mitogens can activate PP2A by binding to muscarinic receptors (MRs), which leads to the PKC phosphorylation and stimulation of PP2A.  PKC activation can be accomplished in several ways: MRs can couple to Gq to elevate calcium for PKC activation, but in some situa​tions MR can act as a scaffold between PKC and its substrate.  The exact coupling in this case is not known.


b.  eIF2: eIF2 is subject to a variety of inputs (Fig. 7-9).  Stress inhibits protein synthesis.  In late maturing red blood cells, virtually the only protein being synthesized is globin, the protein component of hemoglo​bin.  However, if there is no heme (e.g., secondary to iron deficiency), there is no need to waste energy making globin.  To that end, the heme regu​lated inhibitor (HRI) phosphorylates and inhibits eIF2.  If heme is present, it will bind HRI and suppress its activity.  HRI can also response to other indicators of stress: NO can S-nitrosylate and stimulate HRI.  Viral infec​tions stimulate RNA-activated protein kinase (PKR) via dsRNA.  PKR then phos​phorylates and inhibits eIF2.  However, noninfectious stress can also stimu​late PKR via ISGylation, a process whereby ISG15, an ubiquitin-like peptide, is attached to PKR in a manner akin to ubiquitination.  For example, ISG15 is induced by interferon.  Interferons can also stimulate PRK by promoting the tyrosine phospho​rylation of PRK (not shown in Fig. 7-9).  The PKR-like ER kinase (PERK) mediates some of the effects of the unfolded protein response.  It has a hydrophobic groove by which it recognizes misfolded proteins, and occupancy of this groove stimulates PERK to phosphorylate and inhibit eIF2.
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Fig. 7-9.  The Regulation of eIF2 (Kinases).  Abbreviations: FBX022, F-box only protein 22 (a subunit of an E3 ligase); GCN-2, general control nonderepressible-2 (a protein kinase); HRI, heme regulated inhibitor; IR, insulin receptor; ISG15, interferon-stimulated gene 15 (a ubiquitin-like peptide); PERK, PKR-like ER kinase; PKR, RNA-activated protein kinase; TGFβRI, TGFβ type I receptor.  Kinases are  italicized.

GCN-2 (general control nonderepressible-2) is a kinase sensitive to amino acid availability: uncharged tRNAs bind and activate GCN-2 to phospho​rylate and inhibit eIF2.  It can also phosphorylate the F-box only protein 22 (FBXO22), which targets mTOR for ubiquination and inhibition.  The TGFβ family is actually better known as a growth inhibitor than a growth promoter; e.g., during embryogenesis members of the family restrict myocyte proliferation and destroy the precursors to the female internal reproductive organs in males.  In part, growth inhibition is mediated by supressing protein synthesis: the TGFβ receptor is a serine kinase that can directly phosphorylate eIF2; this modification causes eIF2 to be sequestered by 14-3-3ε.  Conversely, ana​bolic hormones have the opposite effect.  Tyrosine phosphorylation of PKR by insulin inhibits the kinase and prevents its suppression of translation (this phosphorylation site is dis​tinct from the inhibitory one targeted by interferons).  Insulin, through mTOR, can also phosphorylate and inhibit GCN-2.  Finally, insulin stimulated PKB can neutralize the inhibitory effect of GSK3 on eIF2B, the GEF for eIF2.  In addition to phosphorylation, GCN-2 can also be affected by ROS, which activate the kinase to suppress translation during oxidative stress.  How​ever, it is not known if the control is direct (e.g., via oxidation of sensitive cysteines in GCN-2) or via other intermediates.

The effect of all these inhibitory kinases can be reversed by PP1 (Fig. 7-10).  Stress generates hydrogen sulfide (see Unit 5, Sect. 1(1e)).  S-Sulf​hydration of PP1 will inhibit it, thereby prolonging the effect of the ki​nases.  S-Sulf​hydration will also inhibit PKB which would otherwise activate translation at several sites (see below).  On the other hand, O-GlcNAcylation modifies the glycoprotein p67, which then binds eIF2 and protects it from phosphorylation and inhibition (Fig. 7-11).  Since O-GlcNAcylation is driven by glucose concentra​tion, it signals an abundant energy source.
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Fig. 7-10.  The Regulation of eIF2 (Phosphatase).  Kinases are  italicized.
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Fig. 7-11.  The Regulation of eIF2 (O-GlcNAcylation).  Kinases are  italicized.


One final note on eIF2 regulation.  Although stress generally suppresses trans​lation, many stress-related transcripts have mechanisms to bypass an eIF2 requirement; e.g., using internal ribosome entry sites (IRES), among other mechanisms.  This shift in translational priorities allows the cell to effectively respond to stress while still reducing protein synthesis to conserve energy.


c.  4E-BP: 4E-BP binds and sequesters eIF4E; as a result, capped mRNA cannot be loaded onto the ribosome.  4E-BP, in turn, is inhibited by S6KI, which is downstream of mTOR, the regulatory hub for 4E-BP.  Before proceeding further, the reader should be forewarned about the noncon​ventional nomencla​ture used in this section; basically, functional names replace other names where possible.  For example, RhebGAP is used instead of TSC1/TSC2; Rag A/B·GEF, for Ragulator; and Rag A/B·GAP, for Gator1.  Although the purist may wince, this nomenclature is particularly helpful to naïve students, as the meaning is self-evident.

mTOR is at the core of 4E-BP regulation: its phoshorylation of S6KI leads to the phosphorylation of 4E-BP (Fig. 7-12).  Not only does this inhibit 4E-BP but it also increases the ubiquination and degradation of 4E-BP.  To prevent premature dephosphorylation of 4E-BP, mTOR also phospho​rylates α4.  This modification promotes α4 binding to and inhibition of PP2A, the phosphatase responsible for dephosphorylating 4E-BP.  mTOR, in turn, is directly acti​vated by the G protein, Rheb, and indirectly inhibited by RhebGAP, which triggers the hydrolysis of GTP and inactivation of Rheb.
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Fig. 7-12.  The Regulation of mTOR by Energy Status, Hormones, and Stress.  Abbreviations: ATM, ataxia telangiectasia mutant (a kinase activated during stress); FBP fructose-1,6-bisphosphate; IKKβ, IκB (inhibitor of NF-κB) kinase β; LKB1, liver kinase B1.  Kinases are  italicized.


Many hormonal second messengers, energy status indicators, and stress regulate RhebGAP.  With respect to energy sensors, we can begin with mTOR itself.  Kinases are key regulators and must be able to reprogram the cell to adapt to any circumstances regardless of the ATP concentration.  As such, almost all signaling kinases have a high affinity for ATP so that they can always function.  However, this is not true for mTOR, which has a Km for ATP around the normal cellular concen​tration.  That is, when ATP levels fall, mTOR becomes inactive and transla​tion slows.

Acetylation represents potential energy and inhibits RhebGAP and LKB1, a kinase upstream of AMPK; the latter would otherwise phosphorylate and stimulate RhebGAP to inhibit translation.  Low energy (NAD+) activates the deacetylase.  AMPK can be stimulated by a kinase cascade: PKA ( LKB1 ( AMPK.  Low energy activates this cascade at three points: AMP, among other activa​tors, can directly stimulate AMPK.  Starvation (via glucagon and epinephrine) elevates cAMP to activate PKA.  Finally, starvation leaves aldolase free to act as a scaffold to facilitate the interaction between LKB1 and AMPK.  Dur​ing the fed state, aldolase is occupied by fructose-1,6-bisphosphate.  Stress can also plug into this cascade: stress ( ATM ( LKB1 ( AMPK.  ATM was dis​cussed earlier: it stimulates G6PDH in the PPP to produce NADPH for ROS de​toxification and it phosphorylates and stabilizes RNR to enhance dNTP produc​tion for DNA repair.  Its stimulation of AMPK will suppress translation dur​ing stress.

There are many hormones that affect protein synthesis through 4E-BP.  Glucagon and epinephrine were mentioned above.  Another catabolic hormone, cortisol, was discussed under gluconeogenesis in Integra​tion of Metabolism: briefly, cortisol induces REDD1, which binds 14-3-3 to release RhebGAP from sequestration.  Indeed, REDD1 can be induced by stresses, such as hypoxia, ROS, low energy and DNA damage.  Basically, stress reduces translation.  Anabolic hormones have the oppose effect: they will inhibit RhebGAP in order to stimulate protein synthesis.  Insulin (via PKB) phospho​rylates RhebGAP at a site different from AMPK; this site mediates inhibition.  PKB also phosphorylates and inhibits AMPK and FoxO3a; the former activates RhebGAP and the latter induces it.  Mitogens (via MAPK) phospho​rylate and inhibit RhebGAP; mitogens need protein synthesis to support growth.  Transla​tion is also needed to support the immune response triggered by cytokines.  Cytokines (via IKKβ, the IκB kinase β) phosphorylate and inhibit RhebGAP.  Lastly, Ephrin A, a developmental hormone, activates a STK that tyrosine phosphory​lates an mTOR inhibitor, DEPTOR (DEP domain-containing mTOR interacting protein).  This modification disrupts DEPTOR binding to mTOR and leads to kinase activation.

Finally, RhebGAP is at least one of the sites for translation feedback.  PKCδ is activated whenever protein synthesis is inhibited.  PKCδ, in turn, phospho​rylates and inhibits RhebGAP to maintain steady translation levels.

mTOR can affect eIF4E in other ways.  La-related protein 1 (LARP1) represses the translation of mRNAs having 5’ terminal oligopyrimidine (TOP) tracts.  It does so by binding the m7Gppp cap and displacing eIF4E.  Since TOP mRNAs often code for elements of the translational machinery, translational inhibition is amplified.  mTOR can block this effect by phosphorylating LARP1.

Mitosis has a complex effect on translation (not shown in Fig. 7-12).  In general, protein synthesis is inhibited, but some proteins critical to cell division must be translated.  Specifically, Cdk1 and cyclin B phospho​rylate eIF-4G, which inhibits the helicase, eIF-4A.  However, Cdk1 also phosphorylates the ribo​somal protein, RPL12/uL11, which mediates the selective translation of mitotic genes.  Furthermore, Cdk12 phosphorylates and inhibits 4E-BP1 to promote the expression of TORC1-induce genes related to genome stability.  Finally, the inhibition of mitosis can also inhibit translation: p27Kip1, a Cdk and mitosis inhibitor, binds Rag A/B·GEF and blocks its assembly.  This prevents the activation of mTOR.

The regulation of mTOR by amino acids is mediated by a different set of G proteins.  Interestingly, they operate in pairs: RagA or RagB is paired with RagC or RagD.  Furthermore, to be active RagA/B must bind GTP but RagC/D must bind GDP.  Although the detailed relationships within this pairing have not yet been fully worked out, a simple explanation may be that RagC/D is an inhibitory subunit of the complex.  As such, for the entire complex to become active (i.e., stimulate mTOR) RagA/B must be turned on (i.e., bind GTP), while Rag C/D must be turned off (i.e., bind GDP).  More specifically, factors stimulating translation must activate either a RagA/B GEF and/or a RagC/D GAP.

Another preliminary topic to be considered is specificity: the activa​tion of mTOR by the Rag G proteins is different than its activation by Rheb.  For example, the transcription factor EB (TFEB), a master regulator of lyso​some biogenesis and autophagy, can only be phosphorylated by mTOR activated by the Rag G proteins.  Apparently, the Rag G proteins and Rheb generate different forms of mTOR that have different substrate specificities.

Finally, why are only certain amino acids used to sample the amino acid pool.  Leucine is the most common single amino acid in proteins.  Glutamate and glutamine represent the nitro​gen pool: the former donates amino groups to amino acids and the latter, to nucleo​tides.  Methionine, as S-adenosyl​methionine, represents the single carbon supply.  Cysteine is critical for stabilizing protein structure and is an integral component of other essential molecules, such as glutathione.  Finally, arginine is sampled because it is used in so many pathways that it is usually limiting; in addition to protein synthesis, it is used in the urea cycle and to make polyamines, creatine, and nitric oxide.  As such, these amino acids were not chosen at random but represent an important assessment of amino acid availability.

Glutamine is deamidated to glutamate, which is oxidized to αKG.  αKG is a cosubstrate for dioxygenases: one oxygen is used to hydroxylate the tar​geted substrate and the second oxygen is used to convert αKG to succinate (Fig. 7-13).  It is not known if the direct target of the prolyl hydroxylase is RagA/B GEF or an intermediary, but the result is RagA/B GEF stimulation.  The regulation of mTOR is centered on the lysosome, where proteins are degraded into amino acids that are then recycled.  Many of the amino acid transporters are in an excellent position to sample amino acid abundance; e.g. the lysosomal arginine transporter stimulates RagA/B GEF.  SNAT7 (sodium-coupled neutral amino acid transporter 7) transports glutamine and asparagine from the lysosome to the cytoplasm.  When active, SNAT can physically interact with and stimulate mTOR without using the Rag proteins.  In addition, glutamine, acting through Arf, a small G protein, translocates mTOR to the lysosome for activation by RagA/B.  Another factor that recruits mTOR to the lysosome is GPR137B, a GPCR found in the lysosome.  Although its exact mechanism is unknown, GPCRs often bind amino acids or their derivatives and several GPCRs can interact with Arf.  For example, the muscarinic receptor recruits and activates Arf, which stimulates phospholipase D.  It is tempting to speculate that GPR137B is a glutamine receptor that activates Arf to recruit mTOR.
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Fig. 7-13.  The Regulation of mTOR by Amino Acid Availability.  Abbre​viations: ARF, ADP-ribosylation factor (a small G protein); SAM, S-adenosyl​methionine; SNAT7, sodium-coupled neutral amino acid transporter 7.  Kinases are italicized.

Leucine acts at several sites.  First, it can allosterically stimulate glutamate dehydrogenase, thereby augmenting the effects of glutamine and glu​tamate.  Second, it can inhibit RagA/B·GAP, thereby prolonging the activity of the Rag complex.  This occurs via a chain of inhibitors, the last of which, Sestrin, is the leucine sensor.  Interestingly, there is a second protein that acts in the same manner as Sestrin: SAR1B (Secretion Associated Ras Related GTPase 1B) is a small G protein that binds both leucine and Gator2 (not shown in Fig. 7-13).  Why the cell needs both Sestrin and SAR1B is not known.  Third, leucine can be metabolized to acetyl CoA, which drives the acetylation of Raptor, a regulatory subunit of mTOR; Raptor acetylation stimulates the mTOR complex.  Fourth, it can act through the leucyl-tRNA synthetase, which either acts as a RagC/D·GAP itself or stimulates one.  This effect requires leucine binding but not ARS activ​ity.  Mitochondrial threonyl-tRNA synthetase 2 also activates RagA through its interaction with RagC and in a threonine-dependent manner.
Finally, the ARS can act like an aminoacyl transferase to attach a leucine onto RagA/B·GAP to inhibit its GAP activity.  However, more recent reports claim that alternately spliced forms of LeuRS lacking transferase activity can still activate mTOR.  This may explain the reduntant mechanisms LeuRS uses to stimulate protein synthesis.

CysRS also acts as a sensor for its cognate amino acid: in the presence of abundant cysteine, CysRS binds CaMKK2 and blocks its binding to AMPK.  During cysteine deficien​cy, the apoenzyme actually facilitates CaMKK2 binding, phosphorylation, and activation of AMPK to dampen translation and conserve cysteine.


Cytoplasmic arginine plugs into the same string of inhibitors that leucine does except that Castor replaces Sestrin as the amino acid sensor: i.e., arginine ─┤ Castor ─┤ Gator2 ─┤ RagA/B·GAP.  The net result is the inhibition of RagA/B·GAP and prolonged activity of RagA/B and mTOR.  In addition, lysosomal arginine, through the arginine sensor TM4SF5 and an arginine transporter, stimulates RagA/B·GEF.


Finally, methionine also acts by inhibiting RagA/B·GAP, although the mechanism is species-specific.  In yeast, Npr2 (nitrogen permease regulator 2) is a major coordinator of nitrogen metabolism.  After phosphorylation by CK1, Npr2 facilitates the assembly and activation of RagA/B·GAP; the result​ing inhibition of mTOR and protein synthesis conserves glutamine for nitro​genous metabolites.  However, methionine, through SAM, carboxymethylates and stimulates PP2A, which dephosphorylates Npr2 and inhibits RagA/B·GAP.  In humans, methionine acts through SAM but not by carboxymethylation.  Rather, SAM allosterically binds and inhibits SAMTOR, an activator of RagA/B·GAP.  In mice, SAM triggers the dissociation fo SAMTOR from Rag A/B·GAP; then as a cosubstrate of PRMT, SAM induces the methylation and inhibition of Rag A/B·GAP.

Methionine is also required to synthesize SAM, which is used for the  methylation of ribosomal proteins (e.g., RPL23A), translation factors (e.g., eEF1 and eEF2) and functionally related proteins (e.g., PABP).  As a result, adequate methionine levels will be reflected in sufficient methylation of the translational machinery.

Rag proteins can be activated by energy in addition to amino acids.  The sensor is the vacuolar ATPase (V-ATPase), which is more commonly associ​ated with acidification of the lysosome.  When ATP levels are high, V-ATPase can activate RagA/B·GEF; when ATP levels are low, V-ATPase binds AXIN, which inhibits RagA/B·GEF.  Furthermore, AXIN is a scaffold that couples LKB1 to AMPK, which activates RhebGAP (Fig. 7-12) to further inhibit mTOR.  Growth factors represent another input: specifically, growth factors, acting through the transcription factor Stat, induce Pim1, a serine-threonine kinase that phosphorylates and inhibits Rag A/B·GAP.  This inhibition results in the reactivation of mTOR and translation.

There are other ways amino acids can feed into the system.  For example, it was noted above (Fig. 7-9) that uncharged tRNAs can bind and stimulate GCN-2 to phosphorylate and inhibit eIF2.  GCN-2 can also phosphorylate and inhibit mTOR.  As with the inhibition of eIF2, capless mRNAs can bypass the inhibition of eIF4E via IRES.

Amino acid availability is determined not only by recycled amino acids from the lysosome but also from extracellular amino acids that are taken up by plasma membrane transporters.  Either PKB or SKG can phosphorylate and inhibit Nedd4-1, an E3 ligase, to block the ubiquitination and destruction of EAAT, a glutamate transporter, and ATA2, a neutral amino acid transporter.  Insulin can also shift the latter from an internal pool to the cell surface by a yet unknown mechanism.  Conversely, AMPK phosphorylation of Nedd4-1 enhances the ubiquitinationand degradation of EAAT.  Finally, O-GlcNAcylation of Nedd4-2 triggers its degradation by caspases: i.e., high glucose (energy) favors translation.


There are other avenues through which glucose acts (Fig. 7-14).  Glucose deficiency frees up G6PDH and hexokinase II.  The latter binds and inhibits mTOR, while G6PDH binds Rheb and blocks its interaction with mTOR.  Conversely, glucose sufficiency drives the O-GlcNAcylation of Raptor which facilitates the binding of mTOR to the Rag GTPases, thereby enhancing mTOR activity; and this modification is blocked by the AMPK phosphorylation (low energy) of Raptor.  Phosphatidic acid (PA) can bind and allosterically activate mTOR; PA can come from several sources.  First, it can be synthesized from glyceraldehyde-3-phosphate when glycolysis is running (glucose availability).  Second, it can be produced from the glycerol backbone of triglycerides during lipolysis (fatty acid availability).  Third, it can come from phospholipids via the action of phospholipase D (PLD).  PLD, in turn, is stimulated by glutamine and glutamate via αKG, which activates Arf to stimulate PLD.  Conversely, when fatty acid synthesis is inactive, malonyl CoA accumulates, binds to mTOR and inhibits it by competing with ATP binding (not shown in Fig. 7-14).
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Fig. 7-14.  The Regulation of mTOR by Other Metabolic Pathways.  Abbreviations: G3P, glyceraldehyde-3-phosphate; OGT, O-GlcNAc transferase; PA, phosphatidic acid; PLD, phospholipase D.  Kinases are italicized.

PDH kinase (PDK) phosphorylates and inhibits PDH; this diverts glucose from catabolism to anabolism.  To support anabolism, PDK4 also stimulates translation; it binds and stabilizes CREB, which then transcribes the Rheb gene.

Translation is also sensitive to cholesterol.  GPR155 is a GPCR with an amino-terminal extension that binds cholesterol.  When cholesterol levels are adequate, the GPR155-cholesterol complex forms; the complex then binds and sequesters RagA/B·GAP.  This prolongs the activation of mTOR and stimulates translation.

Several energy mobilizing hormones act via the cAMP-dependent PKA.  Gi inhibits cAMP production and favors anabolism.  Because the concentration of Gi is in excess over Gs, it is the major source of βγ, which can allosteri​cally stimulate mTOR and promote protein synthesis.


In plants, metabolites can affect translation through Conserved Peptide upstream Open Reading Frames (CPuORFs).  These are nucleotide sequences in the 5’ end of mRNAs and they code for small peptides that bind specific metabolites.  For example, the mRNA for cystathionine γ-synthase has a CPuORF that codes for a peptide that binds SAM.  Cystathionine γ-synthase catalyzes the committed step in methionine synthesis and SAM would signal adequate levels of this amino acid.  As such, SAM with its cognate peptide triggers ribosomal stalling and mRNA degradation, which would suppress further methio​nine synthesis (cf. Riboswitches below).  Recently, similar sequences have been identified in animals but it is not known if they function in the same way as in plants.

Finally, translation is regulated by the circadian cycle (Fig. 7-15).  In diurnal animals, feeding occurs during the day and fasting occurs at night; and metabolic pathways are coordinated with these activities.  The cycle is based on a simple negative feedback mechanism: during the day, CLK and BMAL1, which are transcription factors, induce PER.  By dusk, the PER concentration is high enough to inhibit CLK and BMAL1.  Since CLK and BMAL1 are required for PER expression, their repression leads to a fall in PER concentration.  When PER falls, CLK and BAML1 are derepressed and the cycle repeats itself.  There are external inputs to fine-tune the cycle; e.g., in plants and insects, cryptochrome(CRY) is a photosensitive protein that entrains the cycle to light.  In fasting animals (night), glucagon, through cAMP/PKA/CREB, induces PER, which acts as a scaffold to couple RhebGAP and mTOR.  This inhibits mTOR activation and translation.  Conversely, S6K1 phosphorylation of BMAL1 causes it to associate with several eIFs to stimulate protein synthesis.
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Fig. 7-15.  The Regulation of Translation by the Circadian Cycle.  Abbreviations: BMAL1, brain and muscle ARNT(aryl hydrocarbon nuclear receptor translocator)-like 1; CLK, clock; CRY, cryptochrome; PABP, poly(A) binding protein; PER, period circadian protein homolog.

5.  Nonribosomal Peptide Synthesis: Not all peptides are made on ribo​somes; some are enzymatically stitched together.  Such peptides have several common characteristics.  First, they are small; basically, the larger the peptide, the more enzymes are required to synthesize it and the energetic cost of making all those enzymes becomes prohibitive.  Second, they are abundant, because ribosomes are energetically inefficient at making large amounts of small peptides.  Specifically, ribosomes require mRNAs having a minimal length of about 400 nt; shorter mRNAs can bind the small subunit but not as efficiently as longer ones.  After removing the poly(A) tail, introns, etc., one is left with a polypeptide 60-80 amino acids long.  Shorter peptides can only be synthesized as part of a larger protein.  For example, thyrotropin releasing hormone (3 amino acids) is cut out of a 242-amino acid precursor.  Even considering that the precursor has six copies of the hormone, this is an inefficient way to make large amounts of a small peptide.  Fortunately, very little thyrotropin releasing hormone is needed; serum levels in rats average 16 pg/ml.

Finally, if the peptide requires an odd amino acid (e.g., ornithine or D-amino acids) or an unusual structure (e.g., cyclic peptides or an isopep​tide bond), then enzymatic synthesis is more likely.  Although amino acid isomer​ization and circularization can occur as post​translational modifica​tions of ribosomal synthesized peptides (e.g., dermorphin and θ-defensins, respectively), examples are rare.  The ribosomal mechanism is more versatile and more efficient for longer peptides, but it is restricted as to the amino acids it can use and the bond it can form (Table 8).
Table 8.  Comparison of Ribosomally and Enzymatically Synthesized Peptides

	
	    Ribosomal
	          Enzymatic

	Substrate
	20 Standard amino acids
	Any amino acid

	Peptide bond
	αCOOH to αNH2
	Any COOH to any NH2

	Sequence
	Determined by mRNA (can
make any protein)
	Determined by substrate binding

specificity (committed to one

peptide)

	Energy requirement1
	4 ATP/bond
	1 ATP/bond2



1Excludes energy required to make the ribosome or synthesize the enzymes.


2Not applicable for those enzymes using aminoacylated-tRNAs as a source for amino acids.


There are two basic strategies for enzymatically synthesizing peptides.  The simplest has one enzyme for each peptide bond; e.g., the tripeptide, glutathionine.  The first enzyme, γ-glutamylcysteine synthetase, couples the γ-carboxy group of glutamic acid to the amino group of cysteine.  The second enzyme, glutathionine synthetase, couples the carboxy group of cysteine from γ-glutamylcysteine to the amino group of glycine.


In the second mechanism, each amino acid is added by a separate module.  Each module has three domains: the adenylation domain activates the amino acid (amino acid + ATP ─> aminoacyl-AMP); the peptidyl carrier protein (PCP; also called the thiolation) domain transfers the amino acid from AMP to the sulfhydryl group of a pantethione swinging arm (aminoacyl-AMP + HS-PCP ─> aminoacyl-S-PCP); and the condensation domain couples the peptide to the next amino acid.



aa2-S-PCP + aa1-S-PCP ─> aa2-aa1-S-PCP + HS-PCP

This mechanism is very similar to the polyketide pathway (see Unit 4).  Indeed, mixed modules exist; those that are known are basically polyketide pathways with a single terminal module that adds one amino acid.  Modules may be partially or completely fused: the largest known complex is Kolossin A synthetase, which has 15 modules fused into single protein of 1.8 MDa.

6.  Glycosylation

a.  O-Glycosylation: Consult any standard biochemistry text for the details.  Briefly, sugars are usually attached to serines or threonines in the Golgi after the protein has been synthesized and folded.  Sugars are added individually and the structures are relatively simple: there is never more than a single branch point and, if present, that branch has only a single sugar.

There are several major types of O-glycosylation (Table 9).  Sugars are attached to residues in loops, as formed by disulfide bonds or prolines.  General functions and regulation will be discussed after the brief review of synthesis and structure (Sections c and d).  However, the addition of a single sugar, most commonly GlcNAc, deserves some additional comments.  The role of O-GlcNAcylation in regulating glucose metabolism was introduced in Unit 2 and elaborated on thereafter.  O-GlcNAcylation also acts as a glucose sensor for growth: host cell factor 1 (HCF-1) is a cell cycle regulator.  When glucose levels are high, a glutamate in HCF-1 is modified and the resulting glycosyl ester is attacked by the backbone amide.  This attack leads to cleavage and maturation of HCF-1, which then triggers proliferation.  Essentially, this is a check that there is sufficient energy and raw materials to support growth.
Table 9.  Comparison of Four Major Types of O-Glycosylation

	
	Mucin-type
	EGF-like
	Mannose
	GlcNAc

	First sugar
	GalNAc
	Fucose
	Mannose
	GlcNAc

	Consensus
  sequence
	XT*PXP
	CXXGG(T/S)*C
	Variable but
PX0,1T*X0,1P
proposed
	PES*T* regions
among others

	Function
	Structural
and recog-

nition
	Blood coagula​-

tion; develop-

​mental signals;
protein folding
and secretion
	Development;
protein qual-
ity control
	Protein half-
life; regula​tion
(reciprocal with
phosphorylation)



*Indicates the modified residue.


Abbreviation: X, any amino acid.

O-GlcNAcylation also occurs in PEST regions.  These regions are rich in proline (P), glutamate (E), serine (S), and threonine (T); and they regulate protein stability.  Phosphorylation of the serines and threonines triggers ubiquitination and degradation of the protein.  However, O-GlcNAcylation blocks phosphorylation and extends the half-life of the protein.  Phosphor​ylation and O-GlcNAcylation are also reciprocal in the ER, where O-GlcNAcyla​tion favors turns in the peptide backbone and phosphorylation opposes it.  Many nuclear proteins are O-GlcNAcylated, suggesting that this modification may represent a nuclear localization signal.  Finally, in poikilotherms, O-GlcNAcylation levels rise with the temperature and is critical for adapting to this environmental stress.  It has been proposed that this adaptation is accomplished by affecting enzyme and/or transcription factor activities.

b.  N-Glycosylation: Consult any standard biochemistry text for the details.  Briefly, sugars are attached in two phases.  In the first phase, called core glycosylation, a uniform, prefabricated oligosaccharide is constructed on a lipid carrier, dolichol phosphate, in the ER and then transferred en bloc to the nascent peptide chain.  Dolichol phosphate is an isoprene polymer with 14-21 units.  Almost immediately, sugars begin to be pared back.  This is continued in the Golgi and new sugars are added (Fig. 7-16).  If the oligosaccharide is heavily trimmed, the structure can be extensively modified to produce “complex chains”.  Light trimming leaves the mannose core intact to produce “high mannose chains”.  Intermediate trimming yields “hybrid chains”.  This process is called terminal glycosylation and results in each protein group having a distinctive oligosaccharide sequence.
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Fig. 7-16.  Terminal Glycosylation of N-Glycosylation.  Symbols: diamonds, NAG; squares, mannose; circles, glucose.

N-Glycosylation is ancient and can be traced back to the prokaryotes (Table 10).  The two processes are very similar.  Both use an isoprene poly​mer as the anchor for the core oligosaccharide; but the one in prokaryotes is saturated and shorter.  Both transfer the oligosaccharide to the outer leaf​let after seven sugars have been added; but the eukaryotes attach additional sugars after the translocation, while the prokaryotic core oligosaccharide is not modified further.  Finally, after the core oligosaccharide is transferred to the protein, it is remodeled by terminal glycosylation in eukaryotes, but there is no terminal glycosylation in prokaryotes.
Table 10.  A comparison of Eurkaryotic and Prokaryotic N-Glycosylation
	Characteristic
	Eukaryotic
	Prokaryotic

	Location
	Lumen of ER
	Bacterial periplasm

	Carrier
	Dolichol phosphate

(14-21 units long)
	Undecaprenyl phosphate (10-12
units long)

	Isoprene unsaturation
	α-position
	None

	Glycan additions
	Individually
	Individually

	Flip from cytosol
	As heptasaccharide
	As heptasaccharide

	Additions
	Seven more sugars
	No further sugars

	Final structure
	Dol-PP-NAG2-Man9-Glc3
	Und-PP-Bac-GalNAc5-Glc

	Consensus sequence
	Asn-X-Ser/Thr
	(-)-X-Asn-X-Ser/Thr

	Glycosylation

  processing
	Cotranslational
	Unknown (co- or posttransla-  tional); but can modify
folded proteins in vitro  

	Glycan remodeling
	In ER and Golgi
	No further processing



Abbreviations: Bac, bacillosamine (2,4-diamino-2,4,6-trideoxy-D-glucose; X, any amino acid except proline.

c.  Functions (Note: The role of carbohydrates in proteins is best covered with proteins (Unit 1), but full appreciation of this posttrans​lational modification and its regulation requires a basic knowledge of the glycosylation process.  Graduate students have this background but undergrad​uates usually do not.  As such, I teach this material with proteins in my graduate course but after translation in my undergraduate course.  This supplement uses the latter approach.)

1)  Protein Folding and Stability: Larger oligosaccharides require space and, there​fore, induce β turns and favor the trans conformation at prolines.  On the other hand, small O-linked oligosaccharides tend to pack closely together and stiffen the protein backbone.  Oligosaccharides mask hydrophobic regions and stabilize the protein against heat, proteolysis, and other damaging influences; in part, this may be a result of the many hydrogen bonds that they can form.

2)  Physical Properties: Those hydrogen bonds increase hydration, solu​bility, and aggregation.  For example, mucin, a proteoglycan, lines the gut to provide lubrication and protection against mechanical and microbial damage.  In addition, glycosaminoglycans are essential in mineralization; their negative charge presumably interacts with calcium to facilitate the process.

3)  Signal Modification: Notch1 belongs to a family of receptors im​portant in stem cell commitment during development.  It has several ligands, including Delta1 and Jagged1.  Fringe is a glycosyltransferase that adds GlcNAc to fucose in the EGF motifs of Notch1.  This change increases its affinity for Delta1 but decreases the signal for Jagged1.

The protease-activated receptor 1 (PAR1) is a GPCR that is stimulated when a protease, like thrombin, cleaves the extracellular amino terminus.  The cleaved fragment then acts as a ligand to activate platelets during blood clotting.  Glycosylation of the second extracellular loop favors coupling to G12/13/RhoGEF over coupling to Gq/PLC.

Hypoglycosylated follicle stimulating hormone (FSH) antagonizes fully glycosylated FSH at the FSH receptor.  However, glycosylation of short gastrulation, an antagonist at the bone morphogenetic protein (BMP) receptor, dampens its inhibitory activity.  Finally, death receptor 5 (DR5) is a receptor for a member of the TNF family.  Fucosylation of DR5 activates it in the absence of a ligand.

4)  Morphogenesis: Chondroitin sulfate is a rigid proteoglycan that forms cartilage; but it can be found elsewhere.  It can direct the growth of ducts by surrounding them and controlling lateral branching.  It can form a perineural net to stabilize synapses, but it dissolves to allow for neural plasticity.  Finally, proteoglycans bind many morphogens in order to establish gradients for the development of various patterns.

In addition to tissue morphogenesis, proteoglycans can affect cell shape: at low density, mucins formed compact structures.  At high density, they unfurl and the extensions exert lateral pressure resulting in membrane bending.


5)  Recognition: Sugars serve many recognition functions.  First, they can regulate protein turnover.  For example, as glycoproteins age, they lose their terminal sialic acid.  They then bind the asialoglycoprotein receptor and are cleared from circulation.  Antibodies are glycoproteins whose sugar residues are hidden between the heavy chains.  Upon antigen binding, a con​formational change exposes the carbohydrate, which trigger antibody removal.  Finally, cAMP can induce the deglycosylation of Sp1, a transcription factor; the loss of carbohydrate leads to the degradation of Sp1 in the proteasome.  Cell-cell interactions represent another important recognition function of sugars.

Sugars can also interfere with recognition.  Lentiviruses use the CD4 receptor to enter target cells.  All chimpanzees have an N-glycosylation site in the virus binding site; but several subspecies have evolved a second site that impairs binding and dramatically reduces infection rates.


6)  Protein Activity: There are many reports of glycosylation being essential for enzymatic activity; but such reports should be carefully scrutinized.  Many of these studies use glycosylation inhibitors to generate deglycosylated proteins, which then lack activity.  Upon further study, many of these proteins were inactive because they were misfolded; i.e., glycosyl​ation was actually required for protein folding and not directly involved with activity.  However, documented examples do exist; e.g., N-glycosylation in α-L-iduronidase is directly involved with substrate binding and catalysis.

Skp1 is an oxygen-sensitive component of an E3 ligase.  Elevated oxygen leads to prolyl hydroxylation, which is subsequently glycosylated.  The sugars stabilize an IDR in the F-box binding site; this facilitates complex formation and E3 ligase activity.


On the other hand, carbohydrate can also impair activity: hypoglycosy​lated tissue plaminogen activator is more active than the fully glycosylated form.


7)  Subcellular Targeting: The use of GlcNAc as a nuclear localization signal was discussed above.  Another common carbohydrate localizing signal is Man-6-PO4, which targets proteins to the lysosome.

d.  Regulation: Glycosylation is not fixed as the amino acid sequence is: it is variable and dynamic.  Variation in sugar sequence is known as microheterogeneity and was originally thought to be a product of enzymatic errors, but subsequent work has shown that this variability is highly regulated.  In addition, not all potential glycosylation sites are used, a phenomenon called macroheterogeneity; and this too is regulated.

For example, immunoglobulin G (IgG) has one N-glycosylation site on each heavy chain.  This number does not include any additional sites that may be generated by somatic recombination.  The consensus sequence follows (abbre​viations: Fuc, fucose; Gal, galactose; Man, mannose; SA, sialic acid)​:








     NAG──Gal──SA




protein-NAG──NAG──Man──NAG






   │






  Fuc

     NAG──Gal──SA
There are 36 variations that have been documented; and 70% of the time there is even a different variation on each heavy chain of the same IgG molecule.  Half of the vari​ability is inheritable but the rest is affected by such factors as infection, sex, age, and pregnancy.  The variations can affect immune function by alter​ing interactions with other molecules.  For example, an elevated galactose content and absent fucose enhances antibody-dependent cytotoxicity, while the presence of sialic acid is antiinflamma​tory.  Different sugars can also increase affinity to the targeted antigen while decreasing binding to secondary antigens; this would increase specifi​city.

How are these variations regulated?


1)  Enzyme Induction or Repression: As of the writing of this treatise, there were 209 glycosyltransferases, which add sugars, and 76 glycosidases that remove them.  There were also 85 genes for enzymes that modify these sugars, such as the addition of sulfate or lipid.  For example, mucin O-glycans are longer and denser in normal mice than in germ-free mice.  In normal mice, the glycosyltransferases are induced to a higher level to provide a better barrier against microbial invasion.  Another example is fibroblast growth factor 23 (FGF23), a hormone that pro​motes the renal excretion of phosphate when phosphate levels are elevated.  High phosphate levels induce the polypeptide N-acetylgalactosaminyltransfer​ase 3 gene.  This enzyme attaches the first sugar in O-glycosylation, which protects FGF23 from inactivation by proteolysis.  During bronchial inflammation TNF upregulates several sialyl- and sulfotransferases.  This results in the increased sialyl​ation and sulfation of mucins, which affects the attachment of pathogens.

2)  Enzyme Location: The Golgi consists of flattened vesicles stacked like pancakes.  It receives proteins at the ER-facing, cis surface and the mature products leave at the opposite, trans surface.  Where the enzymes are positioned affects the sugar sequence.  Most glycosyltransferases have sequences in their amino termini that determine Golgi localization, but there are other factors, such as oligomeric state and pH, that can affect this.

3)  Competition: Glycosyltransferases have multiple protein subtrates that compete with each other for access to the enzyme.  Similarly, different glycosyltransferases can modify the same protein and can compete with each other for access to the protein.  Induction of enzymes and protein substrates can change the balance between these components and generate different patterns of glycosylation.

4)  Sugar Supply: Sugars are the other substrate for glycosyltrans​ferases and elevated sugars can drive glycosylation.  For example, hypergly​cemia following feeding elevates UDP-NAG levels which drive the N-glycosyl​ation of the glucagon receptor.  This modification increases the affinity of the receptor for its ligand, glucagon, and is thought to anticipate fasting following a meal.

5)  Somatic Recombination and Hypermutation: Antibodies undergo somatic recombination and hypermutation to better tailor them for immune responses.  Such processes can introduce new glycosylation sites.
Section 5:  Prokaryotic Gene Regulation


(Note: Consult any standard biochemistry textbook for basic terminology and descriptions of operon regulation.  This section will cover topics not usually included in these texts.)


1.  Noncontiguous Operons: The examples of operons in textbooks are all contiguous; but there is at least one operon that is not.  The Men operon codes for enzymes involved with menaquinone (vitamin K) synthesis (Fig. 7-17).  MW1733 is on the strand opposite the other genes; the purpose is to be able to reciprocally inhibit gene expression from the two strands so as to maintain appropriate stoichiometry among the gene products.  Specifically, the inhibition is affected by Rnase III and transcriptional interference.  Rnase III degrades dsRNA, which arises from that fact that there is a slight over​lap between the noncoding regions of MW1733 and MenC.  Transcriptional inter​ference is the cis suppression of one transcriptional process by another.  Although the exact mechanism of transcriptional interference in the Men operon has not been elucidated, several mechanisms have been documented in other systems.  First, the occupation of one promoter by RNA polymerase precludes its occupa​tion of the second promoter, thereby giving rise to promoter competition.  Second, collisions between converging elongation complexes or between an elongation complex and an open complex can lead to the premature termination of transcription at one or both genes.
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Fig. 7-17.  Men Operon.  MenC codes for O-succinylbenzoate synthase and MenE, for O-succinylbenzoate-CoA ligase; the functions of other genes have not yet been assigned.  Abbreviation: P, promoter.

2.  Riboswitches: A riboswitch is a regulatory segment of a mRNA that binds a ligand; this binding induces a change in the three-dimensional con​formation of the mRNA, which in turn alters the production of the coded protein (cf. allosteric site in an enzyme).  They probably arose in an RNA world before proteins were used for regulating gene expression.  Most ribo​switches have been found in bacteria, although a few have been documented in plants and fungi; none have been confirmed in animals.

There are several mechanisms by which they can act.  First, ligand-binding can trigger the formation of a hairpin loop, leading to premature termination.  Conversely, ligand binding may disrupt a terminator.  An example of the latter is the Met operon in S. aureus.  The leader sequence contains two loops that bind tRNAMet: the first binds the anticodon sequence (CAU), which imparts specificity; and the second, a terminator, binds the 3’ end (ACCA), which disrupts the function of the terminator allowing the operon to be transcribed and methionine to be synthesized (Fig. 7-18).  If there is already sufficient methionine available, the tRNAMet will be charged and the 3’ end will not be free to bind the terminator, which will then abort transcription.
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Fig. 7-18.  Met Operon in S. Aureus.  During methionine deficiency, the 3’ end of the uncharged tRNAMet is able to bind and disrupt the terminator in the leader sequence, thus enabling the Met operon to be transcribed.


Second, the induced conformation may occlude the ribosome binding site, thereby inhibiting translation.  Third, ligand-binding may induce the confor​mation of a ribozyme, which then cleaves itself.  Fourth, the altered confor​mation may affect splicing.  Finally, the altered conforma​tion may promote base-pairing with mRNA from another gene, resulting in transregulation.

The majority of riboswitches bind coenzymes, which then inhibit the production of enzymes that synthesize them.  For example, the FMN riboswitch binds flavin, which inhibits the expression of enzymes synthesizing FMN.  However, riboswitches can also recognize amino acids, nucleotide derivatives, ions, signaling molecules, and metabolites.  There is even an RNA regulatory domain that senses temperature: AgsA is a heat shock gene whose mRNA possesses secondary structure stabilized by base pairing.  An increase in temperature from 30 C to 42 C results in partial melting of this structure.  The partially denatured mRNA displays enhanced ribosomal binding, which results in greater translation.
Section 6:  Eukaryotic Gene Regulation


1.  Survey of Gene Regulation: Many textbooks emphasize transcription as the focal point in the regulation of gene expression.  This section will give the reader a broader perspective on the sites that can be exploited for regulation.  The sites will be listed along with a brief example.

a.  DNA: DNA is where the gene is located and is the first point of control.

1)  DNA Conformation: The DNA is packaged into accessible, transcrib​able euchromatin and condensed heterochromatin.  Even the euchromatin may need to undergo further remodeling; e.g., moving the nucleosomes away from the promoter.  Many nuclear receptors recruit SWI/SNF to remodel the nucleo​somes.


2)  DNA Methylation: DNA methylation can imprint inactivity on genes.  The inhibition is mediated by proteins, like MeCP2, that bind to the methyl site.  Both the methylase and the methyl binding proteins can be regulated.  For example, the half-life of DNMT1 is shortened by either lysine methylation or acetylation, while PKB phosphorylation opposes the former; and phosphoryl​ation of MeCP2 by CaMKIV induces its dissociation from the methyl site.  

3)  Gene Amplification: If one increases the number of copies of a gene, more mRNA can be transcribed and more protein produced.  Gene amplifi​cation is generally not considered as a physiological, regulatory mechanism.  Rather, it is normally associated with cancers, especially as a mechanism of developing resistance to chemotherapy.  It can also occur over eons during evolution.  However, it can occur normally.  There are about 180 copies of the genes for rRNA in yeast; caloric excess can trigger nonhomolo​gous ampli​fication of rDNA.  Briefly, each copy has a hyperrecombination site (HOT1) that binds Fob1.  Fob1 acts as a replication fork barrier, which induces DNA breaks; and nonhomologous recombination ensues.  Normally, recombination is inhibited by SIR2
 (starvation), while TOR
 (fed) stimulates recombination by blocking the effect of SIR2.

Finally, mitochondrial DNA copy number can vary with the environment.  For example, copy number increases in response to ROS (buffer against DNA damage), lipolysis (increase etc capacity), and hypothermia (heat genera​tion).

4)  Recombination: Most readers are familiar with somatic recombination during B lymphocyte maturation: multiple exons are recombined in a random fashion to generate antibodies with almost limitless variability.  This DNA rearrangement is restricted to individual cell lines; however, meiotic recombination is passed on to subsequent generations.  Meiotic recombination increases in Drosophila after a parasitic infection.

5)  Mutation: When B lymphocytes are activated, the antibody gene undergoes a second somatic recombination to change the heavy chain isotype.  In addition, an activation-induced deaminase generates mutations at restricted hotspots by converting C to U.  The regulation of this enzyme was discussed in Unit 5.

6)  Programmed Genome Rearrangement: The most effective and complete way of inhibiting gene expression is to simply get rid of the gene.  During embryogenesis, DNA methyla​tion is usually used to permanently inactivate genes as cells are committed to dif​ferent cell lineages.  However, in some species, this is accomplished by eliminating the DNA altogether in a process called programmed genome rearrangement.  Only germ cells retain the full complement of chromosomes.  This process has been documented in nematodes, arthropods, agnathan vertebrates (hagfish and lampreys), birds (zebra finch) and marsupials (bandicoots).

b.  RNA

1)  Transcription: Regulation of transcription will be covered below (Mechanisms of Gene Regulation).

2)  mRNA Processing: Insulin is the major anabolic hormone and it affects several mRNA processing events (Fig. 7-19).  Insulin, through mTOR and SKI, phosphorylate the SR protein kinase 2 (SRPK2).  This primes SRPK2 for CK1 phosphorylation and activation.  Once activated, SRPK2 phosphorylates an SR protein; these are serine-arginine-rich proteins that are involved with splicing.  This particular SR protein facilitates the splicing and maturation of SREBP, which mediates the lipid synthetic actions of insulin.
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Fig. 7-19.  Insulin Regulation of mRNA Processing and Stability.  Abbreviation: ApoB, apolipoprotein B; APOBEC1, apolipoprotein B mRNA editing enzyme, catalytic polypeptide 1; m6A, N6-methyladenosine; SR (protein, p40, etc.), serine (S)- and arginine (R)-rich proteins involved with RNA splicing; SRPK2, SR protein kinase 2.  Kinases are italized and flat arrows designate inhibition.


Insulin, through PKB, phosphorylates another SR protein, SRp40, which mediates alternative splicing of PKCβ to form PKCβII.  In muscle, PKCβII is involved with glucose transport.  Insulin also induces APOBEC1 (apolipo​protein B mRNA editing enzyme, catalytic polypeptide 1), which edits apolipo​protein B (ApoB), a major component of VLDL and LDL particles.  APOBEC1 changes a C to a U to create a stop codon that aborts translation.  ApoB levels fall and lipid mobilization, which depends on these particles for transportation, is impaired.

3)  mRNA Stability: Insulin can also affect mRNA stability (Fig. 7-19).  N6-Methyladenosine (m6A) is a posttranscriptional modification that destabi​lizes mRNA.  GSK3 phosphorylates and inhibits the m6A demethylase; but insulin, through PKB, phosphorylates and inhibits GSK3.  This allows the m6A demethylase to remove the methyl group, which prolongs the mRNA half-life.

Conversely, hormones activating ERK stimulate this methylation.  ERK phosphorylation of the methyltransferase complex triggers its deubiquination and enhances its stability.


mRNA stability is also influenced by poly(A) tails (increase stability) and AU-rich elements (decrease stability).  The latter is mediated by AUF1, which binds to AU-rich elements in PEP carboxykinase mRNA and decreases its half-life.  During hypoglycemia, PKA phosphorylates AUF1 causing it to dissoci​ate from the PEPCK mRNA; increased translation elevates levels of PEPCK, a gluconeogenic enzyme.  CFIm (cleavage factor Im) is required for cleavage at the 3’ end of pre-mRNA to expose the poly(A) site; the poly(A) polymerase (PAP) then binds and adds the poly(A) tail.  Acetylation of CFIm and PAP block their interaction.  Fasting activates SIRT and deacetylation to promote complex formation.  The activity of PAP is not affected; therefore, it has been proposed that regulation is accomplished by recruitment through protein-protein interactions.

Another mechanism to regulate mRNA is to use alternate polyadenylation; this uses the cleavage and polyadenylation complex (CPA) to change the length and site of polyadenylation.  The Cdk8 and DOA kinases are activated during stress and phosphorylate CPA, which changes the site and length of the poly(A) tail to favor genes involved with autophagy and to promote starvation-associated metabolism.  In the fed state, TOR triggers the ubiquination and degradation of these kinases to inhibit autophagy and to promote fed-associated metabolism.

4)  Nucleocytoplasmic Transport: Eukaryotes have a nucleus whose membrane acts as a barrier between mRNA and the ribosomes.  Poly(A) binding protein 1 is required for mRNA export and its loading onto ribosomes.  This function requires PABP1 acetylation (fed); fasting, via SIRT and deacetyla​tion, inhibits this function.

c.  Translation: The regulation of eIF2, 4E-BP, and eEF2 by phospho​rylation, acetylation, hydroxylation, G proteins, etc. was covered above.  This section will briefly discuss a few more mechanisms.

As noted above, ER stress triggers the unfolded protein response, which stimulates PERK to phosphorylate eIF2α and inhibit translation.  In fact, it only inhibits the translation of capped mRNA.  The translation of ACC and SREBP mRNAs is increased by utilizing IREs.  The result is the increased synthesis of lipids, which expands the ER to accommodate the backlog created by the accumulation of unfolded proteins.

As described under polyamines (Unit 5), the ODC antizyme mRNA has a stop codon at position 36, which aborts translation.  An excess of polyamines bind to this mRNA and induce a frameshift that bypasses the stop codon and allows the complete translation of the ODC antizyme.  The antizyme can then inhibit ODC to block the further synthesis of polyamines.  Polyamines also disrupt dsRNA formation in the histone acetyltransferase mRNA to facilitate its translation.

In plants, the gaseous hormone ethylene binds and inhibits a histidine kinase receptor; this activates EIN2 via a MAPK cascade.  EIN2 then binds polyU-rich tracks in 3’untranslated regions of some mRNAs, which sequesters them in P-bodies to inhibit their translation.

Indeed, partitioning mRNA between RNP particles and ribosomes is another means of regulating translation.  Other examples of compartmental​ization would be the selective translation of certain mRNAs in distinct parts of the cell.  For example, the neuron is a very elongated structure with distinct morphologies and functions.  Presynaptic stimulatory terminals that use glutamate as a neurotransmitter, presynaptic inhibitory terminals that use GABA as a neurotransmitter, and postsynaptic dendrites each have ribo​somes that synthesize a site-specific proteome in response to stimula​tion.  Since there is no difference in the mRNA profiles before or after stimula​tion, these unique proteomes must be a result of enhanced translation of mRNAs already present.

d.  Posttranslational Modifications: The wealth of posttranslational modifications and their regulation and effects on enzymes was covered in Unit 2 and are equally applicable for other types of proteins.

2.  Mechanisms of Gene Regulation: See Section 2 above for the regula​tion of RNAPs and see any standard biochemistry textbook for additional regu​lation of general transcription.  This section will consider the regulation of specific transcription factors.  The majority of this supplement has been devoted to the regulation of enzymes.  Many of these same regulatory mechan​isms also affect transcription factors.

a.  Allosterism: Many transcription factors bind ligands that affect their activity; the nuclear receptors (NRs) are the quintessential example of this group.  The NRs have a carboxy-terminal ligand-binding domain consisting of 11-12 α helices arranged in three layers (Fig. 7-20).  Within each layer, the helices are parallel to one another; but each layer is perpendicular to the helices in the adjacent layers.  The last helix is out-of-kilter and slightly bent with some authorities splitting it into two helices, while others consider it one slightly bent helix.  This helix acts like a door: the ligands for this family are hydrophobic and bind in the core of the carboxy-terminal globular domain.  The last helix represents a crack in the shell that lets the ligand slip in; the helix then closes behind it.  This movement does two things: first, it completes the flat surface formed by the third layer.  This is the dimerization domain, which is critical for DNA binding.  Second, it completes a groove on one side of the sandwich.  This groove is a transcription activation domain (TAD).  TADs recruit coactivators; and the TAD in the NR family bind proteins having an α helix with the sequence, LXXLL.  In summary, ligand binding to NRs enables them 1) to dimerize and bind DNA and 2) to bind coactivators and trigger transcription.
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Fig. 7-20.  A schematic Depiction of the Ligand-Binding Domain of the Nuclear Receptor Family.  Circles represent α helices viewed on end and rods, α helices on their sides.  Helices 3, 4, 8 and 9 are in the middle but behind helix 5 and, therefore, are not visible.  Abbreviations: L, leucine; TAD2, transcription activation domain 2 (TAD1 is in the amino terminus); X, any amino acid.


Evolutionarily, ligand binding was an acquired trait in this family; i.e., NRs were originally regulated by other mechanisms, such as phospho​rylation.  Phosphorylation and other covalent modifications still occur on NRs; but now they fine-tune the ligand-binding activation.  Although hormone ligands, like steroids and thyroid hormones, are the most recognizable ligands today, the first ligands appear to have been metabolites; and they are still well-represented among this family (Table 11).

 Table 11.  Some Metabolites That Bind Members of the Nuclear Receptor Family
	   NR
	      Ligand
	                Function

	PPARγ
	Fatty acids
	Adipogenesis

	ROR
	Cholesterol
	Cholesterol metabolism

	FXR
	Bile acids
	Bile acid metabolism

	HNF-4α
	Fatty acyl CoA
	Lipid and carbohydrate metabolism

	Rev-Erbβ
	NO and CO via heme
	Probably as 2nd messenger rather than metabolite

	SF-1
	PIPn
	2nd messenger

	COUP-TF
	1-deoxysphingosine
	2nd messenger



Rev-Erbβ is particularly interesting as a heme permanently occupies the ligand-binding pocket.  The actual ligands are NO or CO, which bind the heme.  It is likely that these gases are acting as second messengers rather than as metabolites.  In bacteria, NorR, a transcription factor not in the NR family, binds NO via a nonheme iron and induces NO reductase.  In plants, NLP7 (nodular incepton-like protein 7) is another non-NR transcription factor.  When nitrates bind the amino-terminal tail, NLP7 becomes derepressed and activates genes involved with nitrate metabolism.

Allosteric regulation is not restricted to NRs.  Other eukaryotic transcription factors have been shown to bind and be regulated by small and trimer G proteins, CaM, calcium, NO (nonheme), NADH, etc.


b.  Covalent Modification


1)  Phosphorylation: The most direct phosphorylation would be by hor​mone receptors.  The receptor for TGFβ is a serine-threonine kinase that is associated with the Smad transcription factor family.  Occupancy of the re​ceptor leads to the phosphorylation of Smad, which then dissoci​ates from the receptor, trimerizes, and migrates to the nucleus to initiate transcrip​tion.  RTKs often associate with another class of transcription factors, the Stat family.  Hormone bind​ing triggers the tyrosine phosphorylation of Stat, which then dissociates from the receptor, dimerizes, and migrates to the nucleus to initiate tran​scrip​tion.


Phosphorylation can also occur via second messenger activated kinases: the PKA phosphorylation of CREB creates binding site for CBP, which then acetylates histones and recruits elements of the initiation complex.  In neurons, this is accomplished by the action potential, which elevates calcium.  Calcium, in turn, stimulates CaMKII, which phosphorylates CREB with the same results.


2)  Other Covalent Modifications: PPARγ and its coactivator, PGC-1α, transribe genes involved with lipid synthesis, which requires acetyl CoA.  When acetyl CoA is abundant, it drives the acetylation of PGC-1α to activate it.  Similarly, high glucose levels drive the O-GlcNAcylation of TORC2, a CREB coactivator.  The modified TORC2 is then sequestered in the cytosol by binding to 14-3-3; this blocks cAMP-mediated transcription of genes involved with gluconeogenesis.  O-GlcNAcylation also inhibits another transcription factor, Sp1, and thwarts its induction of glycolytic enzymes.


Poly(ADP-ribosyl)ation inhibits C/EBPβ, a key adipogenic transcription factor.  Elevated glucose levels drive glucose metabolism and the need for NAD+.  This need leads to the induction of nicotinamide mononucleotide adenylyl transferase-2, the cytoplasmic isozyme catalyzing the condensation of nicotinamide mononucleotide with the AMP component of ATP to synthesize NAD+ in the cytoplasm.  As a result, nuclear NAD+ levels crash and block PARP1 activity, which requires NAD+ as a substrate.  C/EBPβ is reactivated and promotes adipogenesis.

ROS target redox sensitive cysteines present in many tran​scription factors.  For example, NF-κB, which transcribes genes involved with defense, is stimulated by hydrogen peroxide.  Similarly, H2S can also stimulate NF-κB by the sulfhydration of susceptible cysteines.  These examples are only a small sampling of the ways covalent modifications can affect transcription factors.

Finally, CAD, which is an enzyme complex in pyrimidine sythesis, can also act as a deamidase toward RelA, a transcription factor that normally induces genes involved with inflammation.  However, deamidated RelA switches from these genes to those promoting glycolysis.  Glycolytic intermediates can then used in pyrimidine synthesis.


Other modifications that alter the activity of transcription factors include arginine and lysine methylation, ubiquination, sumoylation, S-glutathionylation, and proline isomerization.


c.  Compartmentalization: Although molecular mechanisms for the regula​tion of transcription factors are teased apart here for clearer presentation, most transcription factors are regulated by multiple, often interacting, mechanisms.  For example, the cytoplasmic sequestration of TORC2 following O-GlcNAcylation was described above.  Another example was discussed under the regulation of cholesterol metabolism (Fig. 4-10).  Briefly, SREBP has a hydrophobic tail that traps it in the ER.  Scap can escort it to the Golgi where a protease will remove the tail and allow SREBP to enter the nucleus.  When cholesterol is elevated, sterols bind Scap and Insig to keep SREBP in the ER.  When cholesterol levels fall, Scap and Insig dissociate and SREBP migrates to the Golgi to be processed.

Upon stimulation, several receptors become subject to intracellular cleavage by γ-secretase; the released peptide then migrates to the nucleus to affect transcription.  For example, the cytoplasmic domain of the IL-2Rβ binds Stat5 via a phosphotyrosine.  Upon IL-2 binding, the receptor is cleaved and Stat5 enters the nucleus.  Notch is a family of receptors for the DSL (Delta/Serrate/LAG-2) ligand family.  Ligand binding triggers the cleav​age of the intracellular domain, which migrates to the nucleus to activate transcription by either displacing a corepressor and/or supplying a TAD for any of several transcription factors.  Finally, Frazzled/DCC (deleted in colon cancer) is a receptor for netrin, which is involved with axon guidance.  Netrin binding releases the cytoplasmic domain to activate transcription.

In the previous unit it was mentioned that the MLX transcription factors (e.g., ChREBP) are sequestered on lipid droplets to prevent them from inducing enzymes involved with lipid synthesis.  Lipid depletion releases them to migrate to the nucleus and activate metabolic pathways to restore lipid supplies.


Tubby is a most unusual transcription factor: it is a 12-stranded β barrel with a long, central α helix.  A positively charged groove runs half way around the barrel and is presumed to be the DNA-binding domain.  It also binds the negatively charged PI(4,5)P2, which secures it to the plasma membrane.  Hormones that use IP3 as a second messenger will activate PLC, which removes the head group and releases Tubby to enter the nucleus.

d.  Miscellaneous Regulation

1)  Metabolic Enzymes: In the discussion of metabolism, the moon​lighting, transcrip​tional roles of several glycolytic enzymes were high​lighted.  For example, when glycolytic activity is low, GAPDH is free to bind the 3’ end of IFNγ mRNA and block translation; this is reversed when glyco​lytic activity is high.  Inosine monophosphate dehydrogenase synthesizes GMP.  However, when unoccupied, it binds CT-rich DNA and represses transcription, primarily at histone and E2f genes.  These genes are needed for mitosis.  When IMP dehydrogenase is engaged in synthesizing GMP for DNA synthesis, it is not in the nucleus; and histone and E2f genes can be transcribed.  Glycerol kinase converts glycerol from lipolysis to glycerol-3-phosphate for glycolysis/gluconeogenesis during fasting.  In the fed state it is unoccu​pied, enters the nucleus, and binds and inhibits NR4A1, a transcription factor that supports gluconeogenesis.  In the fed state, the body does not need to make glucose.  During fasting, glycerol kinase is in the cytoplasm shunting glycerol into glycolysis/gluconeogenesis, and NR4A1 is free to induce gluconeogenic genes.  Finally, PKM2 acts as a coactivator for several transcription factors, such Myc, HIF-1α, and the estrogen receptor.

Several of these enzymes can also act indirectly.  For example, PKM2 can tyrosine phosphorylate and activate Stat3; and fumarase produces fumarate to inhibit demethylases (see Unit 3 for details).


2)  Oxygen: During hypoxia, HIF-1α transcribes the genes for glycolytic enzymes (for aerobic respiration), vascular endothelial growth factor (for vascular proliferation), erythropoietin (to increase the hematocrit), etc.  HIF-1α is constitutively synthesized, but under normal oxygen tension hydrox​ylases label prolines and asparagines in HIF-1α (Fig. 7-21).  The latter interferes with the binding of the coactivator p300 and the former triggers the ubiquitina​tion and degradation of HIF-1α.  The Km for oxygen for these enzymes is such that when oxygen levels drop, they can no longer hydroxylate HIF-1α.  HIF-1α survives to induce the genes that help the tissues to compensate for hypoxia.
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Fig. 7-21.  Regulation of the Hypoxia-Inducible Factor 1α.  Abbrevia​tions: HIF-1α/β, hypoxia-inducible factor 1α/β; VHL, von Hippel-Lindau protein (an E3 ligase).


3)  Light: Light usually affects transcription indirectly, but there are examples of a few transcription factors that are directly stimulated by light.  White collar-1 is a transcription factor in Neurospora; it is involved with the circadian rhythm.  Within its structure is an FAD, which acts as a pigment rather than a hydrogen carrier.  The absorption of blue light activates the transcription factor.

However, in most eukaryotes the photoreceptor is separate from the transcription factor.  During seed germination, ethylene and auxin have distinct roles; their effects are mediated by the transcription factors EIN3 and ARF (auxin response factor), respectively.  EIN3 induces genes related to soil penetration, while ARF transcribes genes responsible for first leaf development.  As such, they act sequentially: EIN3, before soil emergence and ARF, afterwards.  Soil emergence is established by the presence of light, which is detected by phyB, a small protein with a linear tetrapyrrole chromophore that absorbs red light.  PhyB then binds EIN3 and an E3 ligase that ubiquitinates and degrades EIN3, thereby terminating the ethylene responses.  On the other hand, PhyB binding to ARF is competitive with E3 ligase and protects ARF.

4)  Mechanical Stress: Mechanical stress can be sensed in a number of ways; one major mechanism involves the cytoskeleton.  In the presence of stress, actin monomers (also known as G-actin) are recruited to form actin filaments (also called F-actin).  MAL (megakaryoblastic leukemia 1) is a coactivator for the serum response element transcription factor (SRF); it is bound by G-actin and sequestered in the cytoplasm.  Mechanical stress induces actin polymerization; G-actin levels fall and MAL is released to enter the nucleus where it enables SRF to transcribe stress-related genes.

In another example, caveolae are invaginated pits in the plasma membrane.  EDH2 helps to stabilize caveolae by linking them to actin.  During mechanical stress, caveolae flatten and EDH2 is released, SUMOylated, and transported to the nucleus.  There it interacts with Krüppel-like factor 7 (KLF7) and modulator of KLF7 activity (MOKA) to transcribe genes for components of the cytoskeleton.


5)  Membrane Fluidity: In fungi, the degree of saturation is sensed by the transcription factor, Mga2.  Mga2 has a transmembrane α helix with a leucine zipper that anchors it in the plasma membrane.  When saturation is high, fluidity is low and Mga2 dimerizes via the leucine zipper.  This triggers ubiquitination of Mga2 and cleavage of the anchor.  Mga2 can then go into the nucleus where it induces transcription of the genes for desaturases.  If unsaturation is high, fluidity is also high; Mga2 does not dimerize and is not cleaved.

6)  Derepression: Many plant hormone receptors are components of an E3 ligase complex that targets transcription repressors.  Hormone binding trig​gers the ubiqui​tination and degradation of the repressor in proteasomes.  The transcription factors mediating the hormone’s effects are then activated.  Plant hormones using this mechanism include indoleacetic acid, jasmonate, gibberellin, sali​cylic acid and strigolactone.


A variation on this theme can be seen in TOPLESS-like (TPL), a core​pressor for transcription factors of stress genes.  Grazed plants release caryophylene, a volatile sesquiterpene, that diffuses to nearby plants, binds TPL, and induces its dissociation from these transcription factors.  These factors can now transcribe stress genes.  In this case, it is the repressor that is the receptor, and ligand binding induces dissociation rather than ubiquitination.  

These are but a few examples of how eukaryotic transcription is regu​lated and should give the reader an idea of the rich and variable mechanisms involved with gene expression. 
�Histone modifications are designated by an abbreviation having three parts: the histone (e.g., H3, H4, etc.), the residue modified (e.g., K27), and the modification (ac, acetylation; me, methylation; p or ph, phosphorylation; Ub, ubiquitination).  If more than one modifying group can be attached to a single residue, then the number of such groups follows the modification: e.g., H3K27me3.


�Licensing refers to the preliminary steps necessary to enable an origin to initiate replication.


�Occasionally, authors will use Arabic numerals (e.g., RNAP 2); but the traditional Roman numerals will be used in this text.


�SIR2 is the yeast equivalent of mammalian SIRT2.


�TOR is the yeast equivalent of mTOR.
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